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Dear wattnow reader,

The SAIEE recently hosted its 
Annual General meeting and 
inaugurated a new President, 
Prof Jan de Kock., Read the story on page 6.

This issue features Rotating Machines. 

For interest sake - before modern electromagnetic motors, 
experimental motors that worked by electrostatic force were 
investigated. The first electric motors were simple electrostatic 
devices described in experiments by Scottish monk Andrew 
Gordon and American experimenter Benjamin Franklin in the 
1740s.  

Our first feature article, “how vibration monitoring on your rotating 
equipment can reduce unplanned downtime”, discusses how 
unplanned downtime is a major concern for factories everywhere 
– costing the average facility millions every year. 
Read it on page 14.

Page 20 asks, “What Does Insulation Thermal Class Mean for 
Electrical Machines?” Kevin Alewine answers all these questions.

“Multi-Fault Diagnosis of Industrial Rotating Machines Using Data-
Driven Approach”, on page 24, reviews two decades of research.

The May issue features Renewable Energies, and the deadline is
21 April 2023. Please send your paper/article to:
minx@saiee.org.za.

Herewith the April issue; enjoy the read!SAIEE 2022 OFFICE BEARERS
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SAIEE INAUGURATES 2023 SAIEE PRESIDENT

The South African Institute of Electrical 
Engineering (SAIEE) recently hosted its 
annual general meeting at SAIEE House 
in Observatory as a hybrid event.

Mr Leanetse Matutoane, SAIEE CEO, 
welcomed all guests and valued SAIEE 
members to the event. He introduced 
Mr Prince Moyo, the outgoing SAIEE 
President, who recognised the SAIEE 
past presidents in the room and online.
Prince Moyo gave an overview of his 
presidency in 2022. He highlighted the 
President’s Invitational Lecture, which 
MTN CEO Charles Malipisi presented 
on “Value creation through Analytics”, 
which showcased the application 
of analytics in real business. Price 

said: “It was really interesting to see 
how MTN uses analytics and creates 
value from that.” Prof Stuart Russell 
presented the Bernard Price Memorial 
Lecture on “Provably beneficial artificial 
intelligence”. All these talks are available 
on the SAIEE TV Channel.

Moyo introduced the incoming SAIEE 
President, Prof Jan de Kock. 

Jan de Kock started working in a power 
station two weeks after finishing his 
matric exams. Since then, he graduated 
with a BEng, MEng and PhD in 
electrical engineering from Stellenbosch 
University. After graduating, he worked 
for Sasol for four years, spent seven 

years working as a consulting engineer 
at Netgroup and has since 2001 
been a professor in electrical power 
engineering at North-West University. 
He has academic interests in electrical 
machines, transformers, power system 
dynamics, protection systems and high-
voltage engineering.

He has published articles in scientific 
journals and presented technical papers 
at local and international conferences. 
He has served on several SABS 
committees and represented South 
Africa on the IEC TC14 committee on 
power transformers. Prof de Kock is 
registered as a professional engineer 
with ECSA and fellow of the SAIEE. He 
has served on the SAIEE council for 
nine years in various roles. In 2013 he 
received the SAIEE presidential award, 
and in 2018 the SAIEE engineering 
excellence award for his contribution to 
electrical engineering in South Africa.

Jan de Kock thanked Prince Moyo, 
who now will be the 2023 Immediate 
Past President, and introduced the 
2023 Office Bearers. They are Pascal 
Motsoasele as the Deputy President, 
Veer Ramnarain as the Senior Vice 
President and introduced Prudence 
Madiba as the Junior Vice President. 
Mr Jacob Machinjike will remain the 
Honorary Treasurer.

Prof Jan de Kock presented his inaugural 
address, “Load-shedding – can South 
Africa be saved?”. 

Load-shedding is crippling South Africa. 
The estimated cost to the economy 
was as high as R899 million per day in 
2022. Load-shedding was implemented 
for 207 days in 2022, more than double 
the amount in 2021. 3773 hours of load-

2023 SAIEE President, Prof Jan de Kock
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shedding was recorded in 2022, more 
than treble the hours of 2021, and the 
shed energy more than quadrupled in 
the same period. Various options have 
been presented to solve the problem, 
with small generators, PV plants, wind 
farms and battery storage being the 
most common suggestions. Can these 
technologies solve our problems, or 
are there hidden pitfalls people are not 
seeing? Are we just so desperate for 
electrical energy that we are willing to 
throw caution to the wind and endanger 
the lives of ordinary South Africans? 

You can view the recording of Prof Jan 
de Kock’s address here.

From left: Dr Angus Hay (SAIEE Past President), SAIEE member, Pascal Motsoasele (Deputy President), 
SAIEE member, Mr Leanetse Matutoane (SAIEE CEO) and Prof Jan de Kock (2023 SAIEE President).

https://youtu.be/RJgiNiZrUHU
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2023 Office Bearers
The SAIEE announced the

DEPUTY PRESIDENT
PASCAL MOTSOASELE

SENIOR VICE PRESIDENT
VEER RAMNARAIN

JUNIOR VICE PRESIDENT
PRUDENCE MADIBA

Pascal is a Fellow of the Institute, and has 
been a member for 22 years. He is a member 
of Council for 6 consecutive years, and an 
Exco member for 3 consecutive years. 

Previously he served as Chair of Events 
& Marketing Committee, and Chair of the 
Power & Energy Section. He is the Institute’s 
Engineer of the Year 2018. Pascal is a 
Consultant Engineer and currently the Acting 
Automation Asset Manager at Rand Water’s 
Strategic Asset Management division. His 
academic qualifications include a BSc(Eng) 
degree from University of Cape Town, MEng 
degree from Wits University, an Innovation 
Management Development Programme 
(IMDP) from the Da Vinci Institute for 
Technology Management, the Management 
Advancement Programme (MAP) from the 
Wits Business School (WBS), and is currently 
enrolled for the MBA with Unicaf University.

Veer Ramnarain, a Fellow of the SAIEE, 
became a Member in 1993. He is a registered 
Profession Engineer with the Engineering 
Council of South Africa (ECSA).

He has a Government Certificate 
of Competency and completed his 
management qualifications with a Diploma 
in Engineering Business Management from 
the University of Warwick and an MBA 
from the UKZN.  Veer is the Past-Chairman 
of the KZN Center in 2018. He conducts 
professional registration reviews for ECSA 
and serves on the Engineering Discipline 
Advisory Boards of KwaZulu-Natal University 
and the Durban University of Technology. He 
is an external examiner at UKZN and served 
on the SA National Committee of IEC, the 
Executive Board of CIGRE and Chairman 
of NRS ManCom. He is currently an EXCO 
member of AMEU and SAIEE.

Prudence Madiba is a Fellow of the SAIEE and 
became a member in 2004 and is a Senior 
Manager, Control & Instrumentation(C&I) 
Engineering Department at Eskom. Prudence 
holds a BSc in Electronic Engineering 
(UKZN), PGD Business Management 
(UKZN), GDE Industrial Engineering (WITS) 
and Masters in Engineering Management 
(UP).

She is one of the founders of the Pfuxani STEM 
Foundation. This non-profit organisation 
focuses on improving teaching and learning 
in Science, Technology, Engineering and 
Mathematics (STEM) subjects in township 
schools in Gauteng. Their objective is to 
increase township learners who enrol 
for STEM courses at higher education 
institutions over the next five years.
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IMMEDIATE PAST PRESIDENT
PRINCE MOYO

TREASURER
JACOB MACHINJIKE

Prince Moyo became an SAIEE Member 
in 1996 and is the General Manager Asset 
Management at Eskom Transmission (new 
National Transmission Company). He has 
been with Eskom since 1997, the same year 
that he joined the Institute, and has occupied 
various roles such as Engineer: Technology 
Development, Middle Manager: Network 
Services, Regional Engineering Manager 
and General Manager Engineering. He was 
with the Distribution business in KZN from 
1998-2010.

Prince has been active in the industry, 
fulfilling roles such as member of the SA 
Committee of the IEC, Chairman of CIGRE 
since 2016 (which he relinquishes this year), 
where he represents Southern Africa at the 
international Administrative Council and 
Africa and the Middle East at the Steering 
Committee.

Jacob joined the SAIEE in 1996 as a Senior 
Member. He became a fellow in 2002 and 
served as a Council member from 2001 
to 2006 and then again from 2011. Jacob 
was the 2017 SAIEE President and served 
on various council committees, including 
membership, professional development, 
finance, restructuring and policies and Exco. 

He is the General Manager at Eskom, 
responsible for the upkeep of Transmission 
Grid assets. He represents Eskom on 
the Governing Board of the GO15 (an 
international organisation of extensive power 
grid operators). 

Jacob is passionate about leadership, 
developing people, and coaching and 
mentoring for the sustainability and growth 
of the industry.
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Monitoring and control equipment 
supplier, Euca Technologies, is playing a 
vital role in promoting energy monitoring 
for businesses in South Africa. 

The country has been facing energy 
consumption issues, such as load 
shedding and power outages, which 
have affected the smooth operation 
of business buildings. The use of 
data loggers can help in identifying 
opportunities for energy saving, 
especially for those who are using solar 
or generated electricity.

Peter van Zyl, the sales director of 
Euca Technologies, emphasizes the 
importance of monitoring businesses’ 
energy consumption. By doing 
so, businesses can evaluate their 
performance and implement new 
measures to improve energy efficiency. 
Euca Technologies offers the Onset 
UX120-00M, a four-channel analog data 
logger that is saving time and frustration 
for many buyers in South Africa. 

This device can monitor measurements 
such as temperature, AC current and 
voltage, DC current and voltage, gauge 
and differential pressure, kilowatts, 
compressed air flow, and much more. 
It is highly user-friendly and has an 
LCD display for building performance 
monitoring applications. With flexible 
support for up to four external sensors, 
this device has high accuracy and can 
be used for numerous measurements.

Energy consumption data loggers can 
help businesses verify and improve 
energy efficiency by testing, measuring, 
and analysing data in particular areas 
where power consumption is a struggle. 
They can also validate overall building 
systems performance and ensure that 
heating, air conditioning, or building 
control systems are working correctly. 
This product has sensors and 
accessories that are sold separately, 
allowing users to build onto the high-
performance device for endless energy 
efficiency possibilities. The device 

requires HOBOware, a software that is 
used to read and record monitored data.
By promoting energy monitoring for 
businesses, Euca Technologies is 
contributing to energy efficiency and 
sustainability in South Africa. The 
hope is that the country can eventually 
live happy lives with well-monitored 
electricity usage once again. With the 
use of devices such as the UX120-00M, 
South Africa can dive deeper into energy 
efficiency and sustainability.

For  more information, contact Euca 
Technologies.

Improving energy efficiency

Peter van Zyl
Sales Director  |  Euca Technologies

Onset UX120-00M, a four-channel analog data logger that is saving time 
and frustration for many buyers in South Africa

http://www.euca.co.za
http://www.euca.co.za
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Hitachi Energy’s leading high-voltage 
solutions will play a significant role 
in ensuring reliable power supply in 
Oshakati, Ongwediva, Ondangwa and 
surrounding areas.

As a pioneering technology leader that 
is advancing a sustainable energy future 
for all, Hitachi Energy is delivering a 
comprehensive range of high-voltage 
equipment to leading hydropower 
construction company Sinohydro 
Corporation Limited, to enhance 
NamPower’s Kunene and Omatando 
substations in northern Namibia.

In order to meet Namibia’s rising 
electricity demand, NamPower, the 
country’s bulk electricity supplier, is 
implementing the two substations as 
part of the utility’s Transmission Master 
Plan, with the support of Sinohydro. The 
project will strengthen and expand the 
country’s transmission network and 
ensure reliable power supply throughout 
Namibia.

The development of the Kunene and 
Omatando substations will significantly 
increase electricity sup-ply and 
reliability to Oshakati, Ongwediva, 
Ondangwa and surrounding areas. The 
construction of these two substations 
is crucial to strengthening the northern 
Namibia transmission backbone. For 
this project, Hitachi Energy collaborated 
with Sinohydro for the supply of a 
comprehensive range of reliable high-
voltage products including circuit 
breakers, instrument transformers, 
surge arresters and disconnectors to 
NamPower.

“We are proud to be collaborating with 
Sinohydro and NamPower in this key 
infrastructure expansion project that 
will contribute towards addressing 
Namibia’s electricity supply challenges. 
As a leader in high-voltage technology, 
our well-proven solutions enable our 
customers and partners to achieve 
un-interrupted power supply while 
enhancing the safety, reliability and 

efficiency of power networks,” said 
Malvin Naicker, Managing Director for 
Hitachi Energy Southern Africa.

“At NamPower, we strive to provide 
innovative electricity solutions in the 
South African Development Community 
(SADC) region. The Kunene and 
Omatando substation projects, which are 
in the imple-mentation phase, form part 
of the NamPower Transmission Master 
Plan that is critical for improving energy 
reliability in the country. We are pleased to 
collaborate with Hitachi Energy on these 
projects that will help us achieve our 
goal of a more resilient power network 
in Namibia,” said Kahenge Haulofu, 
Managing Director of NamPower.

This cross-stakeholder collaboration is 
a solid commitment to bring solutions 
that advance national electrification in 
Namibia. In doing so, Hitachi Energy 
plays a critical role in transforming 
the world’s energy system to be more 
sustainable, flexible and secure.

Hitachi Energy high-voltage technology strengthens northern Namibian electricity backbone
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The Bolt and Engineering Distributors 
(B.E.D.) Group has been recognised 
for its excellent performance with 
two awards by test and measurement 
specialist, Comtest. 

Comtest provides test and 
measurement, communications, 
process control, equipment, solutions, 
and specialised systems from world-
leading manufacturer Fluke to the 
southern African market.

The B.E.D. Group was the proud 
recipient of the Comtest Best Industrial 
Wholesaler 2022 Award; while their 
Middelburg branch won the Comtest 
Extra Mile Award.

Group CEO and co-founder Mike Giltrow 
attended this prestigious Comtest 
awards event by invitation, together with 
B.E.D.’s Marcel Pretorius, Area Sales 
Manager Tshwane; and Stephan van der 
Walt, Area Sales Manager Middelburg.

The B.E.D. Group supplies a 
comprehensive range of locally 
produced and imported fasteners; as 
well as quality tools, welding and cutting 
equipment and consumables, bearings, 
personal and protective equipment 

(PPE), industrial paints and thinners, 
oils and lubricants, and lifting products 
to South African industry and across 
southern and central Africa.

B.E.D. Group CEO and co-founder Mike 
Giltrow explains: “The annual Comtest 
awards acknowledge their partners’ 
sales and service delivery, which in 
turn enable their customers’ success. 
Winning these two Comtest distributor 
awards is an exciting and proud 
achievement for Bolt and Engineering! 

It is really satisfying to have had our 
team’s hard work and dedication 
recognised by a prestigious global 
supplier such as Comtest. We would also 
like to acknowledge the amazing team 
at Comtest for their ongoing support 
and assisting us in getting this award.”

Comtest is committed to service 
excellence, and promises to offer 
smooth implementation of systems 
with high levels of maintenance and 
support - while keeping customers’ 
test, measurement, communication, 
process and calibration equipment at 
consistently high levels of operation and 
accuracy.
 

“The B.E.D. Group has been customer 
service-based from inception, and 
it remains our primary focus,” notes 
Giltrow. “We proudly celebrated our 39th 
anniversary in November 2022, and are 
looking forward to commemorating our 
40th this November.

We take our ‘100 / 0’ operational ethos 
very seriously, meaning our entire team 
pledges to always give 100 percent of 
our best efforts - with zero tolerance 
for excuses. In 2023, we have also 
launched our ‘#CGB’, which stands 
for ‘continuously getting better’. This 
dovetails perfectly with 100/0, as both 
approaches ultimately speak to the 
overall aim of continuous improvement. 
We are therefore very pleased to be in 
partnership with Comtest - it is a true 
fit of like-minded companies, and we 
accept these awards with gratitude and 
appreciation. 

It has been very pleasing to work 
together with our supplier Comtest to 
achieve these good results, and assist in 
meeting our customers’ challenges. We 
look forward to achieving even better 
results as we continue working with 
them in 2023,” concludes Giltrow.  

Bolt and Engineering Distributors Group a double winner at the annual Fluke Comtest Award Ceremony  

From left:  Jannie Dirks – Comtest Sales Director, Francesco Pagin – Fluke Sales Manager for the African Region, Mike Giltrow – CEO Bolt & Engineering 
Distributors Group, Barend Niemand – Comtest CEO and Fayez al Nobani, Fluke Sales Director for the Middle East and Africa region.
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MARTHINUSEN & COUTTS BEATS THE ODDS IN DIFFICULT MANUFACTURING PROJECT

When Voith Hydro invited Marthinusen 
& Coutts (M&C) earlier this year to 
quote for the manufacture of four new 
replacement field coils and poles for a 
25MVA generator at a hydroelectric 
power station in Cameroon, the division 
soon discovered upon investigation that 
the project was beset with seemingly 
insurmountable difficulties.

“We are often called upon to manufacture 
items by applying reverse engineering 
procedures when the OEM’s design 
drawings for the equipment are 
unavailable, but usually we’re able to gain 
access to the original component itself 
to work from,” said Craig Smorenburg, 
M&C’s Works Executive.

“However, in this instance the original 
coils and poles had been stolen out of 
a 24 600kVA 36-pole generator in the 

power station. We were provided with 
rough dimensions, which were sufficient 
for our quotation, but not accurate 
enough to work from.”

M&C sent two senior technical staff-
members to the 264MW Edéa power 
station on the Sanaga River near the 
town of Edéa in Cameroon to try and 
obtain more accurate dimensions 
and any other information they could 
gather. What they got included useful 
photographic evidence, along with the 
more reliable dimensions. 

“These were invaluable, but could not 
alone have enabled us to perform the 
task were we not able to draw on the 
pooled knowledge and experience of 
the experts that made up M&C’s team. A 
crucial part of the whole process was the 
design and manufacture of the tooling 

and jigs required for the manufacture of 
the coils and poles,” Craig commented.

The field coils were of a complex design 
that consisted of a double-bank series 
coil with a unique method of connection 
between the north and south poles.

“Another unusual feature was that the 
copper dimensions required on-edge 
bending to wind a continuous coil,” Craig 
pointed out.

M&C manufactured the required items 
on the customised coil press at its Power 
Generation & Large Motor facility in 
Benoni, having prepared the necessary 
designs mainly on the strength of the 
photographs they’d been provided with.

The contract was completed on schedule 
at the end of September.  

http://www.mandc.co.za
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Unplanned downtime is a 
major concern for factories 

everywhere – costing the 
average facility millions every 

year. And with continued 
pressure on outputs and cost 

savings, more plant managers 
are implementing predictive 

maintenance processes to keep 
a closer eye on machine health 

to help avoid production issues.

Of all the technologies available in 
machine health monitoring, more 
commonly known as condition 
monitoring, vibration monitoring has 
proven one of the most effective at 
facilitating predictive maintenance. If a 
plant operator has decided to implement 
a predictive maintenance program to 
manage the plant’s rotating assets, then 
an understanding of machine vibration 
is required.

CONDITION MONITORING IS AN 
ESSENTIAL TOOL IN THE RELIABILITY
PROFESSIONAL’S TOOLKIT
Condition monitoring aims to maximise 
the remaining useful life of rotating 
assets, thereby reducing operating costs 
and maximising profits. Stated another 
way, the goal is to maximise uptime, 
thus increasing the machine’s reliability. 
All rotating equipment will eventually 
fail when it reaches a functional failure 
point due to natural wear on machine 
components such as bearings. But if 
operational anomalies can shorten 
useful life, can the operator intervene 
in time to mitigate the faults? It is the 
responsibility of the machine operator to 
run and maintain the machine such that 
its actual operating life is as close to the 
manufacturer’s design life as possible.

The P-F (Potential Failure – Functional 
Failure) curve illustrates this idea. 
Plotting the machine’s condition over 
time, the curve starts flat, operating in 
near-perfect condition. As time goes on, 
the curve descends quickly, eventually 
indicating the point of functional failure, 

where the machine cannot perform its 
intended design function and likely is at 
its end of life. A potential failure occurs 
earlier, starting the descent down to 
functional failure. The time between the 
potential and functional failures is called 
the P-F Interval.

The question for the machine operator 
becomes: how soon can the potential 
failure be detected? If detected early 
enough, mitigating actions may be taken 
to extend the P-F Interval, extending the 
remaining useful life of the machine. This 
is the basis for predictive maintenance.

Implementing a predictive maintenance 
program is not without cost itself, 
however. To understand the investment 
in condition monitoring and ensure 
a positive return on investment, a 
business case needs to be developed for 
each machine in question. This is where 
a criticality analysis needs to be done on 
each machine, resulting in an Equipment 
Criticality Rating (ECR). Some questions 
that a machine operator should ask 
during this analysis are:

How vibration monitoring 
on your rotating equipment 
can reduce unplanned 
downtime

F E AT U R E
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WHITE PAPER

HOW VIBRATION MONITORING ON YOUR ROTATING EQUIPMENT CAN 
REDUCE UNPLANNED DOWNTIME

In this first of a three-part series that explores vibration sensing in the context of machine health monitoring, 
learn why you should monitor vibration on your rotating equipment, the language of vibration, the most 
important vibration analysis tool, and an overview of vibration sensors.

Unplanned downtime is a major concern for factories everywhere – costing the average facility millions every year. And 
with continued pressure on outputs and cost savings, more plant managers are implementing predictive maintenance 
processes to keep a closer eye on machine health to help avoid production issues.

Of all the technologies available in the world of machine health monitoring, more commonly known as condition 
monitoring, vibration monitoring has proven one of the most effective at facilitating predictive maintenance. If a plant 
operator has decided to implement a predictive maintenance program to manage the plant’s rotating assets, then an 
understanding of machine vibration is required.

 CONDITION MONITORING IS AN ESSENTIAL TOOL IN THE RELIABILITY 
PROFESSIONAL’S TOOLKIT 
The purpose of condition monitoring is to maximize the remaining useful life of rotating assets, thereby reducing 
operating costs and maximizing profits. Stated another way, the goal is to maximize uptime, thus increasing the reliability 
of the machine. All rotating equipment will eventually fail when it reaches a functional failure point due to natural wear 
on machine components such as bearings. But if operational anomalies occur, which can shorten useful life, can the 
operator intervene in time to mitigate the faults? It is the responsibility of the machine operator to run and maintain the 

machine such that its actual operating life is as close to the 
manufacturer’s design life as possible.

 The P-F (Potential Failure – Functional Failure) curve 
illustrates this idea. Plotting the machine’s condition over 
time, the curve starts flat with the machine operating in near 
perfect condition. As time goes on, the curve descends 
quickly, eventually indicating the point of functional failure, 
where the machine cannot perform its intended design 
function and likely is at its end of life. A potential failure 
occurs earlier, starting the descent down to functional 
failure. The time between the potential failure and functional 
failure is called the P-F Interval. 

Figure 1

P-F Curve, indicating the time interval between a potential failure and a 
functional failure; the P-F Interval.

MACHINE HEALTH MONITORING SERIES PART 1 OF 3: UNDERSTANDING VIBRATION 
MONITORING
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• Am I prepared to deal with the 
consequences of a machine failure?

• Can I run my plant without this 
machine? Or is there a stand-by 
machine or a fallback process?

•  If the machine fails, can I get it up 
and running again quickly without 
major disruption to the whole plant?

It is important to note that consideration 
of criticality may not always be 
completely financial or even based 
on operational issues. For example, 
a machine in question may be a low-
cost asset and not warrant a condition 
monitoring investment. But say it fails 
and releases an amount of toxic material 
into the environment. What are the 
impacts on the environment and the 
surrounding community? What about 
regulatory penalties for such a release? 

Even if environmental effects are 
negligible, will there be public relations 
consequences for the plant operator in 
such an event?

The answers to these questions, and 
others, can guide the machine operator 
when deciding whether to invest in a 
predictive maintenance program.

WHAT IS MACHINE VIBRATION?
Vibration is simply the repetitive motion 
of a mechanical system. All sufficiently 
complex mechanical systems can be 
modelled as a dynamic “mass-spring-
damped” system. If such a system is 
mechanically excited by a hammer 
strike, for example, the response will be 
repetitive, at least briefly. 

That motion is vibration. In addition to 
the machine doing the intended work, 
that system will vibrate in response 
to the mechanical excitation from the 
motor turning. In the case of a motor-fan 
set, the motor will start spinning once 
energised.
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The question for the machine operator becomes: how soon can the potential failure be detected? If detected early 
enough, mitigating actions may be taken to extend the P-F Interval, extending the remaining useful life of the machine. 
This is the basis for predictive maintenance.

Implementing a predictive maintenance program is not without cost itself, however. To understand the investment in 
condition monitoring and ensure a positive return on investment, a business case needs to be developed for each 
machine in question. This is where a criticality analysis needs to be done on each machine, resulting in an Equipment 
Criticality Rating (ECR). Some questions that a machine operator should ask during this analysis are:

• Am I prepared to deal with the consequences of a machine failure?
• Can I run my plant without this machine? Or is there a stand-by machine or fallback process?
• If the machine fails, can I get it up and running again quickly without major disruption to the whole plant?

It is important to note that consideration of criticality may not always be completely financial or even based on operational 
issues. For example, a machine in question may be a low-cost asset and not obviously warrant a condition monitoring 
investment. But say it fails and releases an amount of toxic material into the environment. What are the impacts to the 
environment and the surrounding community? What about regulatory penalties for such a release? Even if environmental 
effects are negligible, will there be public relations consequences for the plant operator in such an event?

The answers to these questions, and others, can guide the machine operator when deciding whether to invest in a 
predictive maintenance program.

 WHAT IS MACHINE VIBRATION?
Vibration is simply the repetitive motion of a mechanical system. 
All sufficiently complex mechanical systems can be modeled 
as a dynamic “mass-spring-damped” system. If such a system 
is mechanically excited by a hammer strike, for example, the 
response will be repetitive motion, at least for a brief time. That 
motion is vibration. In the case of a motor-fan set, the motor will 
start spinning once energized and, in addition to the machine 
doing the work it was intended to do, that system will vibrate in 
response to the mechanical excitation from the motor turning.

 WHY MONITOR VIBRATION ON ROTATING MACHINES?
Vibration monitoring is the dominant sensing technology in a machine condition monitoring program because vibration 
issues within motors and pumps occur very early in the P-F 
curve, allowing for the maximum amount of planning time to 
respond to a potential issue.

Measuring and analyzing the vibration response of a 
rotating machine allows for the determination of the 
following: 

• How the machine is behaving dynamically
• If the machine is changing, particularly if its 

performance is deteriorating 
• The diagnosis of machine faults or the “condition” of the 

machine

Understanding these factors is the basis of vibration 
“condition monitoring.”

Figure 2

All sufficiently complex mechanical systems can be modeled as a 
dynamic “mass-spring-damped” system.

Figure 3

P-F Curve, showing when different signs of a rotary equipment issue 
may be evident.
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is mechanically excited by a hammer strike, for example, the 
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doing the work it was intended to do, that system will vibrate in 
response to the mechanical excitation from the motor turning.
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Vibration monitoring is the dominant sensing technology in a machine condition monitoring program because vibration 
issues within motors and pumps occur very early in the P-F 
curve, allowing for the maximum amount of planning time to 
respond to a potential issue.

Measuring and analyzing the vibration response of a 
rotating machine allows for the determination of the 
following: 

• How the machine is behaving dynamically
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dynamic “mass-spring-damped” system.
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WHY MONITOR VIBRATION ON ROTATING 
MACHINES?
Vibration monitoring is the dominant 
sensing technology in a machine 
condition monitoring program because 
vibration issues within motors and 
pumps occur very early in the P-F curve, 
allowing for the maximum planning time 
to respond to a potential issue.

Measuring and analysing the vibration 
response of a rotating machine allows 
for the determination of the following:
• How the machine is behaving 

dynamically

• If the machine is changing, particularly 
if its performance is deteriorating

• The diagnosis of machine faults or 
the “condition” of the machine

Understanding these factors is the basis 
of vibration “condition monitoring.”

Why does this matter? Studies show that 
just over 50% of electric motors, failures 
are due to premature bearing failures. 
Many rotating machine faults that can 
be diagnosed with vibration condition 
monitoring, such as unbalance, 
misalignment and mechanical 
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looseness, directly impact the motor’s 
bearings. If these machine faults can be 
detected in their early stages, they can 
be corrected, and the life of the motors 
can be extended, saving on machine 
operating costs.

UNDERSTANDING THE LANGUAGE OF 
VIBRATION
To use vibration as a tool, though, it 
must be characterised in a universal, 
mathematical sense.

Vibration amplitude can be expressed 
as either Acceleration, Velocity 
or Displacement. Conventionally, 
Acceleration is expressed in g peak (g 
pk) or g rms (root-mean-square) units. 
Velocity is expressed in inches/second 
(in/s) peak or in/s rms. Equivalently, 
Velocity could be expressed as 
millimetres/second (mm/s peak) or 
mm/s rms.

The frequency of a vibration waveform 
is expressed in Hertz (Hz). But as will be 
shown later, when dealing with rotating 
machines, frequency is often expressed 
as revolutions per minute (rpm). 1 Hz = 
60 rpm.

To diagnose some machine faults, two 
different waveforms will need to be 
examined to make a note of the time 
offset. 

Figure 4 illustrates two vibration 
waveforms offset in time. In the figure, the 
red waveform leads the green waveform, 
and this offset in time is called the phase 
difference and is expressed in degrees.
Amplitude, frequency and phase will all 
be used to diagnose machine faults.

VIBRATION ANALYSIS TOOLS: TIME 
WAVEFORM AND FAST FOURIER 
TRANSFORM
Diving into vibration analysis, two of the 
core tools are time waveform analysis 
and Fast Fourier Transform (or FFT).
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Why does this matter? Studies show that just over 50% 
of electric motor failures are due to premature bearing 
failures. Many of the rotating machine faults that can be 
diagnosed with vibration condition monitoring such as 
unbalance, misalignment and mechanical looseness, directly 
impact the motor’s bearings. If these machine faults can be 
detected in their early stages, they can be corrected, and the 
life of the motors can be extended, saving on machine operating 
costs. 

 UNDERSTANDING THE LANGUAGE OF 
VIBRATION 
To use vibration as a tool, though, it needs to be characterized in 
a universal, mathematical sense.

Vibration amplitude can be expressed as either Acceleration, 
Velocity or Displacement. Conventionally, Acceleration is 
expressed in g peak (g pk) or g rms (root-mean-square) units. 
Velocity is expressed in inches/second (in/s) peak or in/s rms. 
Equivalently, Velocity could be expressed as millimeters/second 
(mm/s peak) or mm/s rms. 

The frequency of a vibration waveform is expressed in Hertz 
(Hz). But as will be shown later, when dealing with rotating 
machines, frequency is often expressed as revolutions per 
minute (rpm). 1 Hz = 60 rpm.

Figure 4 illustrates two vibration waveforms, offset in time. To 
diagnose some machine faults, two different waveforms will 
need to be examined to make note of the time offset. In the 
figure, the red waveform leads the green waveform, and this 
offset in time is called the phase difference and is expressed in 
degrees.

Amplitude, frequency and phase will all be used to diagnose machine faults.

 VIBRATION ANALYSIS TOOLS: TIME WAVEFORM AND FAST FOURIER TRANSFORM 
Diving into vibration analysis, two of the core tools are time waveform analysis and Fast Fourier Transform (or FFT).

Each machine asset will give off vibration at thousands of 
different unique frequencies, each of which has their own 
sinusoidal wave.

A time waveform represents a combination of all of the different 
vibration frequencies combined into one unified vibration wave, 
and is one of the primary tools tool used by vibration technicians 
to understand various issues with a particular asset. 

The FFT is a computer algorithm that enables the breakdown 
that complex time waveform signal into the signal’s frequency 
spectral components. The details are complex, but the overall 
concept is simple: the signal is digitized, the data is input to the 
analyzer and the FFT spectrum plot is the result.

Carefully examining the spectral components of the FFT 
plot gives clues on what machine faults might exist in the 

Figure 5

Two vibration waveforms offset in time are illustrated in the figure. The 
red waveform leads the green waveform. This offset is called the phase 
difference and is expressed in degrees. To diagnose some machine 
faults, two different waveforms will need to be examined to make note of 
the time offset.

Figure 4

Motor-fan machine set. Over 50% of motor failures are due to premature 
bearing failures. Many of the rotating machine faults that can be 
diagnosed with vibration condition monitoring such as unbalance, 
misalignment, and mechanical looseness, directly impact the motor’s 
bearings

Figure 6

The combined time waveform (top) shows a combination of all of 
the different vibration frequencies emitted by a particular asset. In a 
simplified version (bottom) the combined time waveform is represented 
by the green line, which is a summation of the blue, pink, and yellow 
waves.
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Each machine asset will give off vibration 
at thousands of different unique 
frequencies, each with its sinusoidal 
wave.

A time waveform represents a 
combination of all of the different 
vibration frequencies combined into 
one unified vibration wave. It is one of 
the primary tools vibration technicians 
use to understand various issues with a 
particular asset.

The FFT is a computer algorithm that 
enables the breakdown of complex 
time waveform signals into the signal’s 
frequency spectral components. The 
details are complex, but the overall 
concept is simple:
The signal is digitised.
The data is input to the analyser.
The FFT spectrum plot is the result.

Carefully examining the spectral 
components of the FFT plot gives clues 
on what machine faults might exist in the 
machine. For example, machine faults 
such as rotor unbalance, misalignment 
and bearing faults all have unique 
spectral signatures.

The rpm of the machine (shaft rotation 
speed) needs to be known; otherwise, 
it will be difficult, if not impossible, to 
diagnose most machine faults. This is 
why the frequency axis of the FFT plot 
is often in rpm, or even more commonly, 
in multiples of running speed, called 
“orders”. Running speed is simply the 
rpm at which the machine’s motor runs. 

For example, in the United States (60 Hz 
power grid), a 2-pole motor will run at 
nominally 3,600 rpm. So, the first order 
(1X) will be 3600 rpm, 2X will be 7,200 
rpm, 3X will be 10,800 rpm, etc.

Plotting the FFT this way facilitates 
machine fault diagnoses because many 
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machine. For example, machine faults such as rotor unbalance, 
misalignment and bearing faults all have unique spectral 
signatures.

The rpm of the machine (shaft rotation speed) needs to 
be known; otherwise, it will be difficult, if not impossible, to 
diagnose most machine faults. This is why the frequency axis of 
the FFT plot is often in rpm, or even more common, in multiples 
of running speed, called “orders”. Running speed is simply the 
rpm at which the motor driving the machine is running. For 
example, in the United States (60 Hz power grid), a 2-pole motor 
will run at nominally 3,600 rpm. So, the first order (1X) will be 
3600 rpm, 2X will be 7,200 rpm, 3X will be 10,800 rpm, etc. 

Plotting the FFT this way facilitates machine fault diagnoses 
because many faults exhibit themselves at exact order 
frequencies, known as synchronous fault frequencies. Bearing 
faults, on the other hand, exhibit at non-exact order frequencies, 
known as non-synchronous fault frequencies. Without knowing 
the shaft rpm, it would be difficult to associate the spectral 
frequencies in the FFT plot with any fault frequency, either 
synchronous or non-synchronous.

 BRIEF OVERVIEW OF VIBRATION SENSORS 
Vibration sensors are needed to sense the machine vibrations and generate the dynamic waveform signals that can be 
analyzed. There are two broad types of vibration sensors. Which one to use will be determined by whether a journal 
bearing or a rolling element bearing is being monitored.

Eddy Current Proximity Probes
Eddy current proximity probes, known as “prox probes”, measure 
displacement of the vibration directly by using RF energy to observe the 
rotating shaft. No contact is made between the shaft and probe tip, so 
prox probes are known as a non-contact sensor. Prox probes are limited to 
journal bearings and are difficult to install, since the bearing housing needs 
to be drilled through to the shaft. 

Journal bearings are used in an important but narrow range of rotating 
machines, mainly in large turbomachinery. The shaft rotates inside the 
bearing housing itself, which is essentially a hollow cylinder, and there is 
a clearance between the shaft journal or outer diameter, and the bearing 
inner diameter. Thus, very little of the shaft vibration energy is transmitted 
to the bearing housing. This is the reason why an effective journal bearing 
vibration sensor needs to observe the shaft directly.

Accelerometers
Accelerometers measure the acceleration of the vibration motion, but the 
sensor’s output signal can be mathematically (electronically) integrated to 
velocity to facilitate machine fault diagnosis. The sensor is easy to install, 
often requiring only an adhesive or magnetic mounting to the bearing 
housing. Best practice is to mount the sensor using a threaded fastener or 
stud mount so a drilled and tapped hole is required in the bearing housing, 
but the hole does not go through the housing. 

Accelerometers are widely used in rolling element bearing applications. 
Rolling element bearings, sometimes called “anti-friction” bearings, are 
used in a wide variety of rotating machines, the majority being driven by 
electric motors. Example machines include centrifugal pumps, fans and 
blowers and compressors.

Figure 8

Eddy current proximity probes are limited to journal 
bearings, which are mainly used in large turbomachinery, 
and need to be mounted by drilling through the housing.

Figure 9

Accelerometers are mounted externally on a rolling 
element bearing housing and are easy to install, often 
requiring only an adhesive or magnetic mounting.

Figure 7

The Fast Fourier Transform (FFT) is the most important vibration 
analysis tool - it’s a computer algorithm that breaks down a complex 
dynamic vibration waveform signal into the signal’s frequency spectral 
components and plots the result, as shown here.
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faults exhibit themselves at exact order 
frequencies, known as synchronous 
fault frequencies. On the other hand, 
Bearing faults exhibit non-exact order 
frequencies, known as non-synchronous 
fault frequencies. Without knowing 
the shaft rpm, it would be difficult to 
associate the spectral frequencies in the 
FFT plot with any fault frequency, either 
synchronous or non-synchronous.

BRIEF OVERVIEW OF VIBRATION 
SENSORS
Vibration sensors are needed to sense 
the machine vibrations and generate 
the dynamic waveform signals that can 
be analysed. There are two broad types 
of vibration sensors. Whether a journal 
bearing or a rolling element bearing is 
being monitored will determine which 
one to use.

EDDY CURRENT PROXIMITY PROBES
Eddy current proximity probes, known as 
“prox probes”, measure displacement of 
the vibration directly by using RF energy 
to observe the rotating shaft. No contact 
is made between the shaft and probe 
tip, so prox probes are known as non-
contact sensors. Prox probes are limited 
to journal bearings and are difficult to 
install since the bearing housing must 
be drilled into the shaft.

Journal bearings are used in an important 
but narrow range of rotating machines, 
mainly in large turbomachinery. The shaft 
rotates inside the bearing housing itself, 
which is essentially a hollow cylinder, 
and there is a clearance between the 
shaft journal or outer diameter and the 
bearing’s inner diameter. Thus, very 
little of the shaft vibration energy is 
transmitted to the bearing housing. 
This is why an effective journal-bearing 
vibration sensor needs to observe the 
shaft directly.

ACCELEROMETERS
Accelerometers measure the 
Acceleration of the vibration motion, 
but the sensor’s output signal can 
be mathematically (electronically) 
integrated into Velocity to facilitate 
machine fault diagnosis. The sensor is 
easy to install, often requiring only an 
adhesive or magnetic mounting to the 
bearing housing. The best practice is 
to mount the sensor using a threaded 
fastener or stud mount so a drilled and 
tapped hole is required in the bearing 
housing, but the hole does not go 
through the housing. Accelerometers 
are widely used in rolling element-
bearing applications. Rolling element 
bearings, sometimes called “anti-
friction” bearings, are used in a wide 
variety of rotating machines, the majority 

being driven by electric motors. Example 
machines include centrifugal pumps, 
fans and blowers and compressors.

Unlike journal bearings, the rotating 
shaft is tightly coupled to the bearing 
via the inner race, which is either close 
fitted or interference fitted onto the shaft. 
The bearing is tightly coupled to the 
bearing housing, so vibration energy in 
the shaft is reliably transmitted through 
to the accelerometer. Defects in the 
bearing itself (outer race, inner race 
or rollers) are also transmitted to the 
accelerometer, where vibration analysis 
can detect these faults.

A predictive maintenance program can 
be an effective means of enhancing 
machine reliability. If the plant operator 
does the criticality analysis on each 
machine and develops the business 
case, a positive return on investment in a 
vibration condition monitoring program 
can be achieved. The machine operator 
needs to understand machine vibration 
– or have another solution to analyse it - 
to carry out the program effectively. The 
language of vibration, the FFT analysis 
tool and an understanding of vibration 
sensors and where to appropriately 
apply them are all important elements 
to a successful vibration condition 
monitoring program.
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machine. For example, machine faults such as rotor unbalance, 
misalignment and bearing faults all have unique spectral 
signatures.
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will run at nominally 3,600 rpm. So, the first order (1X) will be 
3600 rpm, 2X will be 7,200 rpm, 3X will be 10,800 rpm, etc. 

Plotting the FFT this way facilitates machine fault diagnoses 
because many faults exhibit themselves at exact order 
frequencies, known as synchronous fault frequencies. Bearing 
faults, on the other hand, exhibit at non-exact order frequencies, 
known as non-synchronous fault frequencies. Without knowing 
the shaft rpm, it would be difficult to associate the spectral 
frequencies in the FFT plot with any fault frequency, either 
synchronous or non-synchronous.

 BRIEF OVERVIEW OF VIBRATION SENSORS 
Vibration sensors are needed to sense the machine vibrations and generate the dynamic waveform signals that can be 
analyzed. There are two broad types of vibration sensors. Which one to use will be determined by whether a journal 
bearing or a rolling element bearing is being monitored.

Eddy Current Proximity Probes
Eddy current proximity probes, known as “prox probes”, measure 
displacement of the vibration directly by using RF energy to observe the 
rotating shaft. No contact is made between the shaft and probe tip, so 
prox probes are known as a non-contact sensor. Prox probes are limited to 
journal bearings and are difficult to install, since the bearing housing needs 
to be drilled through to the shaft. 

Journal bearings are used in an important but narrow range of rotating 
machines, mainly in large turbomachinery. The shaft rotates inside the 
bearing housing itself, which is essentially a hollow cylinder, and there is 
a clearance between the shaft journal or outer diameter, and the bearing 
inner diameter. Thus, very little of the shaft vibration energy is transmitted 
to the bearing housing. This is the reason why an effective journal bearing 
vibration sensor needs to observe the shaft directly.

Accelerometers
Accelerometers measure the acceleration of the vibration motion, but the 
sensor’s output signal can be mathematically (electronically) integrated to 
velocity to facilitate machine fault diagnosis. The sensor is easy to install, 
often requiring only an adhesive or magnetic mounting to the bearing 
housing. Best practice is to mount the sensor using a threaded fastener or 
stud mount so a drilled and tapped hole is required in the bearing housing, 
but the hole does not go through the housing. 

Accelerometers are widely used in rolling element bearing applications. 
Rolling element bearings, sometimes called “anti-friction” bearings, are 
used in a wide variety of rotating machines, the majority being driven by 
electric motors. Example machines include centrifugal pumps, fans and 
blowers and compressors.

Figure 8

Eddy current proximity probes are limited to journal 
bearings, which are mainly used in large turbomachinery, 
and need to be mounted by drilling through the housing.

Figure 9

Accelerometers are mounted externally on a rolling 
element bearing housing and are easy to install, often 
requiring only an adhesive or magnetic mounting.

Figure 7

The Fast Fourier Transform (FFT) is the most important vibration 
analysis tool - it’s a computer algorithm that breaks down a complex 
dynamic vibration waveform signal into the signal’s frequency spectral 
components and plots the result, as shown here.
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How hot is too hot? Motors and 
transformers have maximum 

operating conditions, but 
can I exceed those ratings on 
occasion and not damage the 

equipment? 

By Kevin Alewine, Director of 
Renewable Energy Services at 

Shermco Industries

In my years as an electrical insulation 
application consultant, the most common 
questions posed by end users regard 
insulation thermal classes and what 
effect they have on machinery reliability 
and life expectancy. Many articles have 
been written on this topic, but I hope 
to clarify how the thermal classes are 
chosen and what they really mean to an 
industrial maintenance team, especially 
when choosing among various systems 
offered in the aftermarket.

THERMAL CLASSES
Early electrical machines were all 
constructed with copper windings 

insulated using available materials from 
natural sources: paper, cotton fibers 
and cloth, asphalt, lacquer, organic 
varnishes, etc. These are not normally 
acceptable for modern industrial 
machines even though they are still in 
limited use for some consumer products. 
One exception is power transmission 
transformers that utilize liquid insulation 
designs. Paper insulation is still the 
leading material, and that deserves its 
own discussion at another time. 

Current dry-type transformers, such as 
those for motor and generator systems, 
typically use thermoset and thermoplastic 
components and might utilize copper or 
aluminum windings with a wide range 
of primary conductor insulation. These 
systems are developed and tested 
using the same methodologies used for 
motors and generators. The choice of 
insulation thermal class as well as the 
other properties of the materials utilized 
is dependent on the machine operating 
thermal class as designed as well as the 
actual end-use application.

Electric machine thermal rise is 
determined by electrical losses during 
operation and the efficiency of thermal 
transfer away from the conductors 
including other cooling systems such as 

fans, heat exchangers, and liquid cooling 
jackets. All of these must be functioning 
as designed or the insulation might 
be damaged. The National Electric 
Manufacturers Association (NEMA) 
and the International Electrotechnical 
Commission (IEC) have very similar 
definitions regarding the operating 
classes of motor and transformer 
insulation systems. These are often 
referred to by letter classifications. The 
most common are 130°C (B), 155°C (F), 
180°C (H), and 220°C (C). 

These operating classes are based on 
the hottest part of the windings (often in 
the center of the slot section for motors) 
added to the acceptable maximum 
ambient temperature and atmospheric 
pressure along with a factor (normally 
10°C) for hotspot variations. For easy 
comparison, the maximum ambient is 
normally accepted as 40°C at 3,300 feet 
above sea level, although there are many 
specialty designs outside of this range. 
This calculation might also be affected by 
any service factor or duty type included 
in the machine design. The hottest spot 
during proper operation determines the 
thermal class of the insulation required. 

It is very common in larger machines 
to design the temperature rise at one 

What Does Insulation 
Thermal Class Mean for 

Electrical Machines?
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thermal class lower than the insulation, 
i.e., a 130°C rise/ambient design with a 
155°C class insulation system. This is 
done to maintain a level of extra thermal 
performance to cover manufacturing 
variances or some intermittent overload 
conditions. However, in special cases 
such as small generators designed for 

intermittent use, they are designed to 
operate well above the normal insulation 
thermal design to improve output to size 
ratio, while still offering a reasonable life 
for short-term operating conditions.

Insulation degrades in several ways, 
and the primary concern in choosing 

the proper family of insulation materials 
is the voltage rating of the machine. At 
6 kV and below, most insulation failures 
are due to short-term electrical stress, 
mechanical failure of the supporting 
components, or general degradation 
from embrittlement and weight loss 
over time due to heat. Above 6 kV, a key 

Figure 1: A thermal class evaluation (expressed on a logarithmic scale) illustrates expected results for successful testing.
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factor in insulation system failure is the 
presence of partial discharge (corona). 
PD can cause erosion or oxidation of 
organic materials such as resins, so the 
use of corona management systems 
and inorganic insulation such as mica-
based tapes is critical to reliability. 
Most systems above 1 kV utilize mica 
anyway due to its excellent electrical 
and mechanical properties, but the 
design of the coil package and the 
quality of processing is also essential 
at higher voltages. It is also important 
to remember that systems testing of 
insulation materials only establishes the 
theoretical thermal class, not necessarily 
appropriateness for the application.

Typically, only conductors and resins 
officially have their own thermal ratings. 
Other materials — flexible insulation, 
tapes, supporting materials, lead wires, 
etc. — are all tested together with the 
appropriate conductor type and resin as a 
system. The thermal rating of that system 
is based on a multifactor evaluation 
typically at three progressively higher 
temperatures above the expected rating. 

For low-voltage applications that are 
typically random-wound with flexible 
ground and phase insulation, IEEE 
Std. 117, Test Procedure for Thermal 
Evaluation of Systems of Insulating 
Materials for Random-Wound AC Electric 
Machinery is the testing protocol. IEEE 
Std.1776,IEEE Recommended Practice 
for Thermal Evaluation of Unsealed 
or Sealed Insulation Systems for AC 
Electric Machinery Employing Form-
Wound Pre-Insulated Stator Coils for 
Machines Rated 15 000 V and below, is 
used for higher-voltage designs where 
pre-insulated form-wound coils are the 
most common design (Figure 1).

The expectation outside of the United 
States is often that each component 
is rated at or above the system rating, 
but that can lead to confusion due to 

the various methods used to calculate 
thermal performance depending on the 
type of material. For low-voltage systems 
(<1 kV) that require UL ratings, there are 
methods to modify the set of materials 
utilized in additional single-point tests. 
However, for higher voltages, the 
entire system must be fully evaluated. 
UL and other agencies are in place to 
generally assure the safe failure of the 
system to help insurance companies 
manage their liabilities. They have also 
helped drive the development of these 
consensus standards from IEEE and 
other organizations so there is a level 
playing field for all manufacturers.

Some components, such as polyimide 
papers or rigid laminates, might have 
their own thermal ratings or feature fire 
resistance, but they are not considered 
in developing systems for motors or 
generators. However, that information 
is critical in switchgear or similar 
applications and can be useful in dry-
type transformer designs.

HOW HOT IS TOO HOT? 
So back to the original question: How 
hot can things get before it becomes a 
threat to reliability? With an insulation 
system rated 155°C and an ambient 
temperature limit of 40°C, that only 
leaves 115°C to play with. 

With the normal allowance of 10°C as 
a hot-spot allowance, that means the 
designed thermal rise of the machine is 
only 105°C at the hottest point (Figure 2). 

However, operating at that range, testing 
shows a minimum life expectancy of 
only 20,000 hours. Sounds impressive, 
but that only works out to a little over 
two years of continuous duty. That might 
be fine for an intermittent device such as 
a power tool, but for an industrial motor 
or a wind turbine generator, that is really 
not good enough. 

So most designs use one class lower for 
their machine design criteria. In the case 
above, the thermal rise is limited to 80°C. 

Figure 2: Allowable maximum ambient for this design generator is 50°C and the stator and rotor are 
wound utilizing Class H insulation systems, so utilizing industry-consensus guidelines, a thermal rise 

calculation could allow for up to 115°C generated by operating losses with a 15°C hotspot margin.
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All this brings up the rule of thumb that 
the life of the machine can be doubled 
if operated at 10°C below the rated 
thermal class or cut in half if operated at 
10°C above the design rating. 

That is possibly true for the thermal 
life of the insulating system, but other 
factors, such as thermal growth, 
bearing lubrication heat performance, 
and VFD drive influences might have 
greater impact on the reliability than 
insulation system failures. In the case of 
wind generators and other intermittent 
applications, thermal cycling conditions 
are much more detrimental to reliability 
than the maximum temperature 
experienced in normal operation.

Even if the thermal class of the system 
is 180°C and the electrical properties 
are excellent, the mechanical properties 
could suffer, as many high-temperature 
resins are fairly brittle, which can lead to 
mechanical breakdown and movement 
of the coils or supporting materials much 
sooner than would be shown in the 
thermal models. The key performance 
criteria for systems are mechanical, 
electrical, chemical, and thermal. To 
perform well in all of these areas requires 
a lot of very expensive components that 
are typically impractical in commercial 
applications.

All good insulation systems are therefore 
compromises between thermal 
endurance and the other physical 
properties required for the application. 
As an example, a shredder motor in a 
steel mill runs from lightly loaded to a 
massive overload for just a few seconds 
and back. The thermal shock is bad, of 
course, but the mechanical requirements 
of shredding an automobile also extract 
a toll. You probably wouldn’t use the 
same system design as you would for a 
gentler application.

IMPROVED INSULATION SYSTEMS 
Many motor repair centers utilize 
thermally and mechanically upgraded 
insulation systems as compared to 
original manufacturers because they 
service many industries and must be 
prepared for almost any conditions they 
might encounter. As the aftermarket 
industry invested in higher thermal 
class systems and large vacuum-
pressure impregnation equipment, it 
became popular to feature Class H as 
a differentiator for marketing purposes. 
Does this really matter? Is there an 
advantage? The not-so-short answer 
is that in some applications, such as 
traction motors and other compact 
designs, it does make a difference 
because those machines are mostly 
designed with a higher temperature rise 
to minimize the size of the motor. 

For the typical Class F machine 
designed with a Class B rise, it can help 
to minimize premature degradation if 
the reprocessed core lamination is less 
efficient than the original, but mostly 
it just inspires confidence that the 
windings have some additional margin 
at the upper range of the operating 
temperatures. An exception, in my 
experience, concerns larger machines 
such as synchronous motors and hydro 
generators. The higher thermal class 
will make little difference, especially in 
voltages above 6 kV, and when dealing 
with partial discharges, it can be even 
easier to manage them with Class F 
pressed coils than with VPI designs. 
Although considered expensive for high-
volume manufacturers, pre-impregnated 
pressed coils are extremely reliable and 
offer many other advantages to the 
repair facility as well as the end user.

Dry-type, air-cooled transformers 
are normally subjected to very little 
mechanical stress, so high thermal rise 

is more acceptable. Specialty supports 
and barrier insulation sheets as well as 
silicone or modified epoxy resins are 
the rule rather than the exception. It 
all comes down to cost. With cast-coil 
designs, Class F is the norm as those 
materials are relatively easy to use and 
are very cost-effective.

CONCLUSION
It is really up to the original designer of 
the equipment to specify the right type 
of materials for the thermal requirements 
as well as the mechanical stresses of the 
application. They most often get it right, 
but sometimes an aftermarket solution 
is an improvement over the original 
design because a wide range of options 
is available to address a known failure 
mode that might not be apparent to the 
original equipment manufacturer. Be 
sure and consult with a competent and 
experienced repair specialist, and make 
an informed decision on the thermal 
class and other properties needed to 
achieve optimum life expectancy for the 
repair.

TAKEAWAYS
• Thermal class shouldn’t be the only 

criterion.
• Not all high-temperature systems 

are right for every application.
• Be aware of de-rating requirements 

if operating in higher ambient 
temperatures.

• Carefully consider the operating 
conditions before specifying the 
motor or the repair, and share that 
with the provider.

©Article courtesy of NetaWorld
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Industry 4.0 is an era of smart 
manufacturing. Manufacturing 

is impossible without the 
use of machinery. Majority 

of these machines comprise 
rotating components and are 
called rotating machines. The 

engineers’ top priority is to 
maintain these critical machines 

to reduce the unplanned 
shutdown and increase the 

useful life of machinery. 
Predictive maintenance (PdM) 

is the current trend of smart 
maintenance. 

The challenging task in PdM is to 
diagnose the type of fault. With 
Artificial Intelligence (AI) advancement, 
data-driven approach for predictive 
maintenance is taking a new flight 
towards smart manufacturing. Several 
researchers have published work related 
to fault diagnosis in rotating machines, 
mainly exploring a single type of fault. 

However, a consolidated review of 
literature that focuses more on “multi-
fault diagnosis” of rotating machines is 
lacking. There is a need to systematically 
cover all the aspects right from sensor 
selection, data acquisition, feature 
extraction, multi-sensor data fusion to 
the systematic review of AI techniques 
employed in multi-fault diagnosis. In 
this regard, this paper attempts to 
achieve the same by implementing a 
systematic literature review on a Data-
driven approach for multi-fault diagnosis 
of Industrial Rotating Machines 
using “Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis” 
(PRISMA) method. The PRISMA method 
is a collection of guidelines for the 

composition and structure of systematic 
reviews and other meta- analyses. This 
paper identifies the foundational work 
done in the field and gives a comparative 
study of different aspects related to 
multi-fault diagnosis of industrial rotating 
machines. The paper also identifies the 
major challenges, research gap. It gives 
solutions using recent advancements in 
AI in implementing multi-fault diagnosis, 
giving a strong base for future research 
in this field.

1. INTRODUCTION
The Industries are the basis of the 
nation’s economy. With the recent 
advancement in technology, especially 
in Artificial Intelligence (AI), these 
industries have achieved new heights 
by transforming into smart factories, 
marking an era of the fourth industrial 
revolution. Smart factories employ smart 
manufacturing, and the basic building 
block of any manufacturing process 
industry is the machines. Most of the 
machines in the industries comprise 
rotating components and are called 
rotating machines [1]. More precisely, 

Multi-Fault Diagnosis Of 
Industrial Rotating Machines 
Using Data-Driven Approach
- A REVIEW OF TWO DECADES OF RESEARCH

By: Shreyas Gawde, Shruti Patil, Satish Kumar, Pooja Kamat, Ketan Kotecha, and Ajith Abraham
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the rotating machines facilitate the 
transfer of energy to fluids and solids 
or vice versa. The rotating machine 
consists of the rotating part, which we 
call a rotor, and the static part called a 
stator [2]. In the process industry, a train 
of rotating machines is used to transport 
solids, liquids, and gases [3]. 

Process machinery comprises a group 
of sub-elements (of rotating machines) 
that combine to convert one form of 
energy until converted into the desired 
usable form of energy. There are 

different sub-elements, including the 
driver machines, the driven machines, 
the speed modifiers, the shaft, and the 
coupling. The driver machines take 
electrical, steam, or fluid energy and 
convert it into rotary power that can be 
used to drive a process machine. Electric 
motors, turbines, reciprocating engines 
(usage is very less) are examples 
of driver machines. Driven process 
machine transports a given process fluid 
or solid, at a given flow and pressure, 
to specific points in a process. Pumps, 
fans, compressors, conveyor belts, etc., 

are widely used driven machines. The 
speed of the driver output shaft may 
be increased or decreased by a speed 
modifier, depending on the requirement 
of the process machine being driven. 
Gearboxes, sheaves, and belts are 
examples of rotating machines that work 
as speed modifiers. However, Variable 
Frequency Drive (VFD) is electronic 
equipment used as a speed modifier. 

A shaft is a rotating machine element 
used to transmit energy from the driver 
to driven machinery. The shaft on the 

 2 

as a speed modifier. A shaft is a rotating machine element used to transmit energy from the driver to 
driven machinery. The shaft on the driver side is connected to the driven side using coupling. Fig. 1 
shows the representation of rotating machines with Fig.1a [3] giving the flow of the energy is transfer 
in the process of rotating machines, and Fig. 1b gives an example of the train of rotating machines 
comprising an electric motor coupled to a pump. 

 

a. Flow Diagram of Process Rotating Machinery 

 

b. An Electric Motor coupled to a Centrifugal Pump. 

Figure 1. Representation of Rotating Machines 

From the above discussion, it is evident that any manufacturing process is incomplete without 
rotating machines. Therefore, it is essential to keep such machines in healthy operating conditions by 
deploying proper maintenance strategies [4]. Predictive maintenance is the current trend of smart 
maintenance, which most maintenance engineers follow. The challenging task in predictive 
maintenance is to diagnose the type of fault. With Artificial Intelligence (AI) advancement, a data-
driven approach for predictive maintenance is taking a new flight towards smart manufacturing. The 
use of Big Data for multiple fault diagnoses will be the prime focus of the study. 

1.1. Significance of the study 

Rotating machines is the heart of any manufacturing process, and proper maintenance is the 
utmost priority of maintenance engineers. A proper maintenance strategy plays a vital role in the 
success of the manufacturing industry [5]. Figure 2 shows the P-F Curve [154], which depicts how 
equipment fails and how early identification of a failure allows time to plan and arrange the 
replacement or restoration of a failing item without causing a manufacturing slowdown. P denotes 
Potential failure (based on historical data), and F denotes Functional failure (actual failure) in a P-F 
Curve [152]. The main aim of any maintenance engineer is to maximize probability of failure using 
various maintenance strategies [153]. The figure also depicts the relation between the condition of the 

Figure 1a: Flow Diagram of Process Rotating Machinery
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driver side is connected to the driven 
side using coupling. Fig. 1 shows the 
representation of rotating machines with 
Fig.1a [3] giving the flow of the energy 
is transfer in the process of rotating 
machines, and Fig. 1b gives an example 
of the train of rotating machines 
comprising an electric motor coupled to 
a pump.

From the above discussion, it is evident 
that any manufacturing process is 
incomplete without rotating machines. 
Therefore, it is essential to keep such 
machines in healthy operating conditions 
by deploying proper maintenance 
strategies [4]. 

Predictive maintenance is the current 
trend of smart maintenance, which 
most maintenance engineers follow. 
The challenging task in predictive 
maintenance is to diagnose the type 
of fault. With Artificial Intelligence (AI) 
advancement, a data- driven approach 
for predictive maintenance is taking a 
new flight towards smart manufacturing. 
The use of Big Data for multiple fault 
diagnoses will be the prime focus of the 
study.

1.1. SIGNIFICANCE OF THE STUDY
Rotating machines is the heart of any 
manufacturing process, and proper 

maintenance is the utmost priority 
of maintenance engineers. A proper 
maintenance strategy plays a vital role 
in the success of the manufacturing 
industry [5]. Figure 2 shows the P-F Curve 
[154], which depicts how equipment fails 
and how early identification of a failure 
allows time to plan and arrange the 
replacement or restoration of a failing 
item without causing a manufacturing 
slowdown. P denotes Potential failure 
(based on historical data), and F 

denotes Functional failure (actual 
failure) in a P-F Curve [152]. The main 
aim of any maintenance engineer is to 
maximize probability of failure using 
various maintenance strategies [153]. 
The figure also depicts the relation 
between the condition of the equipment 
and the cost to repair concerning the 
time taken to implement appropriate 
maintenance action. With the correct 
type of maintenance strategy, one can 
detect early failure mode.
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Figure 1b: An Electric Motor coupled to a Centrifugal Pump.

Figure 1. Representation of Rotating Machines
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equipment and the cost to repair concerning the time taken to implement appropriate maintenance 
action. With the correct type of maintenance strategy, one can detect early failure mode.  

 

Figure 2. The PF Curve depicting the Significance of Early Fault Diagnosis. 

It is very clear from figure 2 that it is crucial to have an early fault diagnosis to save the 
industrial economy. Digital transformation in Industry 4.0 has made it possible to collect a massive 
amount of data and effectively utilize it in fault diagnosis in Predictive Maintenance (PdM) [6]. It will 
reduce the unplanned downtime and increase the Remaining Useful Life (RUL) of the machinery [7]. 
With Artificial Intelligence (AI) advancement, a data-driven approach for predictive maintenance is 
taking a new flight towards smart manufacturing. Several researchers have published work related to 
fault diagnosis in rotating machines, mainly exploring a single type of fault. However, if we have to 
take complete advantage of Big Data, it is essential to not just focus on a single fault but to consider 
multiple faults that arise in the machinery [8]. The study is incomplete unless the AI models are 
generalized and detect maximum faults in real-time industrial environments with high prediction 
accuracy [9]. Also, most of the researchers have used single sensor data in fault diagnosis. A very few 
researchers have implemented multi-sensor data fusion, proving the drastic improvement in accuracy 
of diagnosis, taking into account the uncertainty of data [10]. Hence there is a need to consider this 
aspect of multi-sensor data fusion in future work.  If a machine shows an unusual behavior or needs 
maintenance in the present scenario, a domain expert must diagnose the machinery's fault [11]. It shows 
that the research in this field still has a long future as a full-fledged implementation of the fault-
diagnosis aspect using AI is yet to be achieved. A consolidated literature review is needed to focus on 
the “multi-fault diagnosis” aspect of rotating machines to give a strong foundation for future research. 
There is a need for a study that would systematically cover all the aspects right from sensor selection, 
data acquisition, feature extraction, multi-sensor data fusion to the systematic review of AI techniques 
employed in multiple fault diagnosis. This paper is also a small attempt to review the aspects 
mentioned above from the past research using PRISMA guidelines for systematic review. 

1.2. Motivation 

Figure 2. The PF Curve depicting the Significance of Early Fault Diagnosis.
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It is very clear from figure 2 that it is 
crucial to have an early fault diagnosis 
to save the industrial economy. Digital 
transformation in Industry 4.0 has made 
it possible to collect a massive amount 
of data and effectively utilize it in fault 
diagnosis in Predictive Maintenance 
(PdM) [6]. It will reduce the unplanned 
downtime and increase the Remaining 
Useful Life (RUL) of the machinery 
[7]. With Artificial Intelligence (AI) 
advancement, a data-driven approach 
for predictive maintenance is taking a 
new flight towards smart manufacturing. 

Several researchers have published 
work related to fault diagnosis in rotating 
machines, mainly exploring a single type 
of fault. However, if we have to take 
complete advantage of Big Data, it is 
essential to not just focus on a single 
fault but to consider multiple faults that 
arise in the machinery [8]. The study is 
incomplete unless the AI models are 
generalized and detect maximum faults 
in real-time industrial environments with 
high prediction accuracy [9]. Also, most 
of the researchers have used single 
sensor data in fault diagnosis. A very few 
researchers have implemented multi-
sensor data fusion, proving the drastic 
improvement in accuracy of diagnosis, 
taking into account the uncertainty 

of data [10]. Hence there is a need to 
consider this aspect of multi-sensor 
data fusion in future work. If a machine 
shows an unusual behavior or needs 
maintenance in the present scenario, 
a domain expert must diagnose the 
machinery’s fault [11]. It shows that the 
research in this field still has a long 
future as a full-fledged implementation 
of the fault- diagnosis aspect using AI is 
yet to be achieved. 

A consolidated literature review is 
needed to focus on the “multi-fault 
diagnosis” aspect of rotating machines 
to give a strong foundation for future 
research. There is a need for a study 
that would systematically cover all the 
aspects right from sensor selection, data 
acquisition, feature extraction, multi-
sensor data fusion to the systematic 
review of AI techniques employed in 
multiple fault diagnosis. This paper 
is also a small attempt to review the 
aspects mentioned above from the past 
research using PRISMA guidelines for 
systematic review.

1.2. MOTIVATION
Artificial intelligence is an ocean 
of tremendous opportunities. The 
application of AI techniques to solve 
real-life problems is the new trend of 

future research. Being closely associated 
with the problems faced by maintenance 
engineers, finding a solution to the 
same utilizing AI techniques is the 
primary motivation behind the study. 
Fault detection is pretty simple by 
setting alarm limits, while a correct 
fault diagnosis is equally complex. With 
the advancements in Big data analysis 
using AI models, it is possible to tackle 
this problem to a great extent. However, 
most research focuses on the single 
type of fault, a preliminary study that 
needs further research. 

Also, the researchers have focussed 
on single sensor data, which again 
reduces the credibility of research as 
the health of machinery cannot be solely 
predicted based on a single sensor 
parameter. It is imperative to evaluate 
multiple parameters such as vibration, 
temperature, current, AE, etc., to get the 
complete condition of the machinery. To 
achieve this, multi-sensor data for fault 
diagnosis needs more exploration. 

The continuity in research lacks that 
would overcome the disadvantages 
of the previous work done. To explore 
the possible ways to solve the above 
problems, there is a need for an 
extensive literature survey. There is a 
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the above problems, there is a need for an extensive literature survey. There is a need for study covering 
all aspects of multi-fault diagnosis, including big data acquisition, data processing, multi-sensor data 
fusion, and AI techniques that the researchers have already implemented. Such a study would give the 
gap in research and, in turn, motivate future research in the field. A very little encyclopedic research 
covered all the aforementioned aspects, which motivated the authors to explore more in this area. Fig.3 
shows a trend in research in the past ten years extracted from the Scopus database in the field of multi-
fault diagnosis in rotating machines. It is clear from the figure that the research is developing in this 
field, begging researchers' significant attention every year. 
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Following are the terms frequently used in fault-diagnosis of Industrial rotating machines. 

• Industry 4.0: Industry 4.0 (the fourth industrial revolution) is the current automation trend, a fusion 
of cyber-physical systems, the Internet of things, and cloud computing [12]. 

• Predictive maintenance (PdM): In predictive maintenance, engineers try to predict the failures of 
machines based on certain conditions prevailing in the machinery. 

• Big-Data Analysis: Big data analytics uses advanced analytic techniques against vast, diverse data 
sets that include structured, semi-structured, and unstructured data from different sources and in 
different sizes, from terabytes to zettabytes. 

• Artificial Intelligence (AI): A subset of big data where we simulate human intelligence on machines. 
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need for study covering all aspects of 
multi-fault diagnosis, including big data 
acquisition, data processing, multi-
sensor data fusion, and AI techniques 
that the researchers have already 
implemented. Such a study would give 
the gap in research and, in turn, motivate 
future research in the field. A very little 
encyclopedic research covered all 
the aforementioned aspects, which 
motivated the authors to explore more in 
this area. Fig.3 shows a trend in research 
in the past ten years extracted from the 
Scopus database in the field of multi- 
fault diagnosis in rotating machines. It 
is clear from the figure that the research 
is developing in this field, begging 
researchers’ significant attention every 
year.

1.3. TERMS AND TERMINOLOGY
Following are the terms frequently used 
in fault-diagnosis of Industrial rotating 
machines.
• Industry 4.0: Industry 4.0 (the fourth 

industrial revolution) is the current 
automation trend, a fusion of cyber-
physical systems, the Internet of 
things, and cloud computing [12].

• Predictive maintenance (PdM): In 
predictive maintenance, engineers 
try to predict the failures of machines 
based on certain conditions prevailing 
in the machinery.

• Big-Data Analysis: Big data analytics 
uses advanced analytic techniques 
against vast, diverse data sets that 
include structured, semi-structured, 
and unstructured data from different 
sources and in different sizes, from 
terabytes to zettabytes.

• Artificial Intelligence (AI): A subset of 
big data where we simulate human 
intelligence on machines.

• Data-driven approach: A data-
driven approach gives decisions 
based on complex data analysis and 
interpretation rather than observation.

• Multi-sensor data fusion: Sensor 
fusion is the process of combining 

sensory data or data derived from 
disparate sources such that the 
resulting information has less 
uncertainty than would be possible 
when these sources used individually.

• Multi-fault diagnosis: Diagnosing 
multiple faults in the machinery based 
on data processing and analysis.

• Rotating machines: Rotating 
machines are generally used in the 
oil and gas and process industries 
to describe mechanical components 
that use kinetic energy to move fluids, 
gases, and other process materials.

• Maintenance strategy: A maintenance 
strategy defines the rules for the 
sequence of planned maintenance 
work.

1.4. EVOLUTION OF MAINTENANCE 
STRATEGIES:
Rotating machinery is a machine with a 
rotating component that transfers energy 
to a fluid, solid, or vice versa. In the first 
section of the introduction, we have 
discussed the different types of rotating 
machines, including the driver and the 
driven rotating machines. We have also 
seen the significance of these machines 
for the manufacturing process. Hence, 
maintenance engineers’ most important 
task is to keep them in a healthy working 
condition. Let us understand the various 
maintenance philosophies that have 
evolved over the years.

First on the list is the Run to failure or 
breakdown maintenance philosophy. The 
machine runs in its prevailing condition 
without any check-up, and maintenance 
will be carried out only after breakdown 
or failure. It is also often referred to as 
reactive or corrective maintenance 
[1]. The temporary advantage is that it 
needs the least planning and hence no 
initial maintenance costs. On the other 
hand, it is expensive as the engineer 
waits until the end and acts based on the 
breakdown. Breakdown maintenance is 
an age-old technique but still followed 

in some machines, which are not so 
critical to the functioning of the plant. 
Demand for more complex machines 
due to increased rate of productivity 
made breakdown maintenance quite 
a lot expensive. At this point, another 
frequently used philosophy called 
preventive maintenance was introduced 
[1,13]. Few commonly used synonyms for 
preventive maintenance are scheduled, 
planned, and sometimes calendar-
based maintenance. As the name 
again suggests, the engineers try to 
prevent failure by periodic or planned 
maintenance activities. It is not wrong 
from a machinery health perspective, 
but it becomes costly considering the 
resource (time and money) consumption. 
Hence preventive maintenance is 
also avoided as it results in increased 
maintenance costs though ensuring 
excellent and stable machinery health. 
So the engineers thought of changing 
this calendar-based maintenance 
to condition-based maintenance, 
which is called Condition Monitoring. 
Condition monitoring (CM) is the 
technique of continuously monitoring 
a machine’s condition parameter 
(vibration, temperature, etc.) to detect a 
substantial change that might indicate 
a growing defect.

In the present era of Industry 4.0, 
engineers came up with another 
logical approach: the philosophy of 
predictive maintenance [14]. Predictive 
Maintenance is based on Condition 
Monitoring, abnormality detection, 
and AI algorithms. It integrates 
predictive models that can estimate 
the remaining machine runtime left or 
diagnose the type of fault in machinery 
according to detected abnormalities. 
This approach uses a wide range of 
tools, such as statistical analyses and 
Machine Learning to predict the state 
of the equipment. The evolution of 
Maintenance strategies is as shown in 
fig. 4 [7].
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1.5. MULTI-FAULT DIAGNOSIS IN ROTATING 
MACHINES
Manufacturing process machines, 
especially the rotating machines, work 
24x7, resulting in mishandling or wear 
and tear due to prolonged use leading 
to different faults in them. The different 
components of rotating machines 
possess different types of faults. 
These faults are broadly classified at 
three levels: Component-level faults, 
System-level faults, and Interrelated 
faults. Component level faults include 
the faults related to bearing, shaft, 
pulley, etc. For example, Bearing is 
a component that is considered the 
heart of rotating machines that can 
have faults like inner race faults, outer 
race faults, rolling element faults, etc. 

Similarly, the shaft also is a component 
that can possess fault like misalignment, 
rotors in the rotating machines can 
have unbalance type of fault, and so 
on. Fig. 5 summarizes different types of 
component-level faults that can arise 
the rotating machinery. System-level 
faults include the faults of the overall 
system to be monitored. 

Interrelated faults include the additive 
faults (addition of different faults due to 
multiple components, e.g., Unbalance 
and Misalignment) and multiplicative 
faults (multiplication of different fault 
types in a single component, e.g., shaft 
bent and shaft crack). Additive faults 
can be better diagnosed as compared to 
multiplicative faults.

Many of the completed papers and 
models have diagnosed a single target 
fault. In today’s era of big data, the single 
label system ignores the interrelationship 
of different fault types, making it difficult 
to accurately determine the location, 
type, and degree of mechanical failure 
[47]. Sometimes one fault can give rise 
to other faults. A combination of different 
faults is also possible at the same time 
[18]. Considering this aspect, a proposed 
model for fault detection is valid or is 
deployable in real-life situations only 
if it can detect multiple faults and not 
just one fault, which is seen in most of 
the research published. Multi-sensor 
data fusion [10] also needs to be used 
to achieve multi-fault diagnosis with 
high accuracy. The key to accurate fault 
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diagnosis is in identifying and separating 
the fault characteristics.

1.6. PRIOR RESEARCH
The systematic literature review aims 
at answering the research questions 
by critically investigating the available 
research publications. However, as per 
the articles published related to multi-
fault diagnosis of industrial rotating 
machines, very few papers have done a 
systematic literature review. Table 1 gives 
the comparative analysis of different 
review papers related to fault diagnosis 
in rotating machines. The table is so 
formulated that it compares the review 

papers published with different aspects. 
The questions are as stated below:
i.  Are the review papers related to multi-

fault diagnosis of rotating machines?
ii. Have the authors discussed sensor 

selection and multi-sensor data 
fusion?

iii. Is there a discussion on where to get 
data from or how to acquire data?

iv. How to extract features and do signal 
processing?

v. What are the different AI Approaches 
for diagnosis?

vi. What are the major challenges and 
future scope in this field?

A total of five papers have done a 
systematic literature review related 
to multi-fault diagnosis of rotating 
machines [21,22,24,25,28], out of which 
[21, 24, 25] have discussed multi-sensor 
data fusion. It is also seen that almost 
all the papers [21-30] have discussed in 
detail Artificial Intelligence techniques 
and models, the challenges in 
implementing accurate fault diagnosis, 
and what is the future scope based on 
the survey. Most of the authors have also 
discussed the different approaches for 
fault detection: the statistical approach, 
the data-driven approach, and the 
hybrid approach. However, very little 
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importance is given to the equally vital 
questions like what sensors(s) to use, 
how to acquire data, how to process the 
data, with what features to be extracted? 
All the empty fields in the table also 
need to be addressed as the proper 
selection of methods/technology is the 
key to accurate fault diagnosis. 

For instance, selecting multiple sensors 
instead of single sensors increases fault 
prediction accuracy [10]. Based on this 
prior research, the authors of this paper 
have tried to answer all the missed 
questions and remained unanswered 
from table 1 to give a comprehensive 
review related to multi-fault diagnosis in 
Rotating machines.

1.7. TECHNOLOGY FOCUS AND EVOLUTION 
TIME-LINE FOR MACHINE HEALTH 
MONITORING
All technologies are created with a 
specific goal in mind. Search engines, 
for example, were built to sort through 
the vast amounts of data available on 
the internet. With each new upgrade, 
current technologies are combined to 
create something superior to what was 
before used. The list goes on and on. 

It is no surprise that many people have 
struggled to keep up with the rapid 
pace of technological advancement. To 
be fair, the scope of technology is so 
vast that condensing it all into a single 
section is impossible. Fig. 6 [20] shows 

the evolution in technology related to 
fault diagnosis in industrial rotating 
machines. The evolution is demonstrated 
concerning sensor technology, data and 
signal processing, condition monitoring 
& diagnosis, and maintenance strategies 
in the past years and the near future.

1.8. RESEARCH GOAL
The presented Systematic literature 
review critically analyzes existing 
studies on the multi- fault diagnosis 
of industrial rotating machines using 
PRISMA guidelines. The literature review 
is achieved with the help of the critical 
questions formulated in table 2. The 
table explains the research questions 
along with the discussion related to the 
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rotating machines. The table is so formulated that it compares the review papers published with 
different aspects. The questions are as stated below: 

i. Are the review papers related to multi-fault diagnosis of rotating machines? 
ii. Have the authors discussed sensor selection and multi-sensor data fusion? 
iii. Is there a discussion on where to get data from or how to acquire data? 
iv. How to extract features and do signal processing? 
v. What are the different AI Approaches for diagnosis? 
vi. What are the major challenges and future scope in this field? 

A total of five papers have done a systematic literature review related to multi-fault diagnosis 
of rotating machines [21,22,24,25,28], out of which [21, 24, 25] have discussed multi-sensor data fusion. 
It is also seen that almost all the papers [21-30] have discussed in detail Artificial Intelligence techniques 
and models, the challenges in implementing accurate fault diagnosis, and what is the future scope 
based on the survey. Most of the authors have also discussed the different approaches for fault 
detection: the statistical approach, the data-driven approach, and the hybrid approach.  However, very 
little importance is given to the equally vital questions like what sensors(s) to use, how to acquire data, 
how to process the data, with what features to be extracted? All the empty fields in the table also need 
to be addressed as the proper selection of methods/technology is the key to accurate fault diagnosis. 
For instance, selecting multiple sensors instead of single sensors increases fault prediction accuracy 
[10]. Based on this prior research, the authors of this paper have tried to answer all the missed questions 
and remained unanswered from table 1 to give a comprehensive review related to multi-fault diagnosis 
in Rotating machines.  

Table 1. Comparative Analysis of Review Papers related to Fault / Multi-fault Diagnosis of Industrial 
Rotating Machines.  
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question. The authors believe that the 
answers to the questions in the table will 
give a solid foundation to the upcoming 
research in the field.

1.9. CONTRIBUTIONS OF THE STUDY
The SLR’s primary purpose is to 
conduct a critical study of existing 
current methodologies to implement 
multi-fault diagnosis in industrial 
rotating machines to find solutions to 

the research question posed in Table 
1 using PRISMA guidelines. From this 
analysis, the following are our significant 
contributions to the field:
The authors have tried to explain all the 
aspects needed to implement Multi-fault 
diagnosis in Rotating machines. The 
paper covers all the significant reviews 
on data sources from online datasets 
to building the test setup. The authors 
have also focused on sensor types and 

sensor selection. The paper has covered 
data acquisition details, including the 
hardware and the software. Signal 
processing is studied in detail with 
different features, including the time 
domain, frequency domain, and time- 
frequency domain features. The Paper 
also has briefed the aspects of multi-
sensor data fusion, explaining the data 
level fusion, feature level fusion, and 
decision level fusion. The data-driven 
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1.8. Research Goal 

The presented Systematic literature review critically analyzes existing studies on the multi-
fault diagnosis of industrial rotating machines using PRISMA guidelines. The literature review is 
achieved with the help of the critical questions formulated in table 2. The table explains the research 
questions along with the discussion related to the question. The authors believe that the answers to the 
questions in the table will give a solid foundation to the upcoming research in the field. 

Table 2. Research Goals  

Sr. 
No. 

Research Question Discussion 

1 
What are the different approaches employed to 
achieve multi-fault diagnosis under Predictive 
Maintenance (PdM) for rotating machines in 
Industry? 

This section gives a comparative analysis of 
different PdM approaches discussing the 
advantages and disadvantages of each 
approach 

1 
What are the available data sources for data-
driven PdM? How to select the appropriate 
sensors for data collection? 

Discussion related to online datasets and data 
collection on test setup is discussed along with 
Different sensors explanations. 

2 What are the different data acquisition 
methods? What are the data validation 
techniques? 

Critical points for data acquisition and 
validation techniques are discussed. 

3 What are the different signal processing 
techniques? 

Feature extraction and the types for signal 
processing are discussed. 

4 What are the approaches to achieve Information 
fusion or multi-sensor data fusion? 

Multi-sensor data fusion is discussed in detail. 

5 How to implement AI models for multi-fault 
detection? 

A data-driven and a hybrid approach are 
discussed for PdM. 

1.9. Contributions of the study 

The SLR's primary purpose is to conduct a critical study of existing current methodologies to 
implement multi-fault diagnosis in industrial rotating machines to find solutions to the research 
question posed in Table 1 using PRISMA guidelines. From this analysis, the following are our 
significant contributions to the field: 

The authors have tried to explain all the aspects needed to implement Multi-fault diagnosis in 
Rotating machines. The paper covers all the significant reviews on data sources from online datasets to 
building the test setup. The authors have also focused on sensor types and sensor selection. The paper 
has covered data acquisition details, including the hardware and the software. Signal processing is 
studied in detail with different features, including the time domain, frequency domain, and time-
frequency domain features. The Paper also has briefed the aspects of multi-sensor data fusion, 
explaining the data level fusion, feature level fusion, and decision level fusion. The data-driven 
approach for predictive maintenance using different AI algorithms, the platforms to implement them 
are all systematically covered. Finally, the paper's primary focus is in conclusion, which gives the 
research gap and prospects that would guide future researchers in the field. 

1.10. Paper Organization 

The paper organization is shown in fig.7. The paper has eight main sections: introduction, 
research methodology, review results, discussion, Challenges and limitations, future scope, and 
conclusion. The first section is the introduction explains the rotating machines, the significance of the 
study, the motivation behind the study, the terminology used, the evolution of maintenance strategy, 

Table 2. Research Goals
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multi-fault diagnosis, prior research, technology focus and evolution timeline for multi-fault diagnosis, 
research goal and contribution of the study. Section II is the research methodology that explains the 
method used for PRISMA's systematic literature review. After the methodology comes the results 
section III, which is the paper's core that answers significant questions related to the multi-fault 
diagnosis in industrial rotating machines as formulated in table 2. Next, we discuss the outcome of the 
survey in section IV, followed by The challenges and limitations in section V. One more important 
section in the paper is Section VI which gives recommendations for future work with the research gap. 
Finally, we conclude the paper in Section VII, followed by references. 

 
Figure 7. Paper Organization 

2. RESEARCH METHODOLOGY 

The procedures or strategies used to find, select, process, and analyze information about a topic 
are referred to as research methodology. A strategic review is carried out in this paper using the 
Preferred Reporting Items for Systematic Reviews and Meta-Analysis (PRISMA) guidelines [31,32]. 
PRISMA is a set of guidelines for the structure and composition of systematic reviews and other data-
driven meta-analyses. The systematic review presented in this paper has taken the PRISMA checklist 
table [32], which has 27 items to be considered while using the PRISMA method for systematic review. 
This method comprises three steps: framing research questions, the search stage, and the standards for 
inclusion and exclusion of research papers [31]. The details of these three stages are explained below. 
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approach for predictive maintenance 
using different AI algorithms, the 
platforms to implement them are all 
systematically covered. Finally, the 
paper’s primary focus is in conclusion, 
which gives the research gap and 
prospects that would guide future 
researchers in the field.

1.10. PAPER ORGANIZATION
The paper organization is shown in fig.7. 
The paper has eight main sections: 
introduction, research methodology, 
review results, discussion, Challenges 
and limitations, future scope, and 
conclusion. The first section is the 
introduction explains the rotating 
machines, the significance of the 
study, the motivation behind the study, 
the terminology used, the evolution 
of maintenance strategy, multi-fault 
diagnosis, prior research, technology 
focus and evolution timeline for multi-
fault diagnosis, research goal and 
contribution of the study. Section II is the 
research methodology that explains the 
method used for PRISMA’s systematic 
literature review. After the methodology 
comes the results section III, which is 
the paper’s core that answers significant 

questions related to the multi-fault 
diagnosis in industrial rotating machines 
as formulated in table 2. Next, we 
discuss the outcome of the survey in 
section IV, followed by The challenges 
and limitations in section V. One more 
important section in the paper is Section 
VI which gives recommendations for 
future work with the research gap. 
Finally, we conclude the paper in Section 
VII, followed by references.

2. RESEARCH METHODOLOGY
The procedures or strategies used 
to find, select, process, and analyze 
information about a topic are referred 
to as research methodology. A strategic 
review is carried out in this paper 
using the Preferred Reporting Items for 
Systematic Reviews and Meta-Analysis 
(PRISMA) guidelines [31,32]. PRISMA 
is a set of guidelines for the structure 
and composition of systematic reviews 
and other data- driven meta-analyses. 
The systematic review presented in this 
paper has taken the PRISMA checklist 
table [32], which has 27 items to be 
considered while using the PRISMA 
method for systematic review. This 
method comprises three steps: framing 

research questions, the search stage, 
and the standards for inclusion and 
exclusion of research papers [31]. 
The details of these three stages are 
explained below.

The first stage consists of formulating 
research questions which were shown 
in table 2 earlier. The quality of research 
depends mainly on the research 
questions framed. Research questions 
guide us to explore different aspects 
of the research systematically. The 
second stage is the search for articles 
which starts with the identification of 
a database for articles. In this study, 
Scopus and Web Of Science (WOS) are 
used as the database for article selection. 
In this stage, Search fields are defined 
concerning the article title, abstract, 
and keywords. Tables 3 and 4 show the 
selection procedure for keywords based 
on the PIOC (Population, Intervention, 
Outcome, Context) approach published 
by Kitchenham [33] and the final set of 
keywords used, respectively.

The third and final stage is to create 
protocols for assessing the technical and 
scientific articles that these searches 
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Table 3. Keyword Selection 

Parameter 
 

Meaning Keywords used 

Population It is an Application area “Rotating Machines” OR “Bearings” 
Intervention It is the software methodology “Artificial Intelligence” OR “Machine 

learning” OR “Deep Learning” OR “multi-
sensor data fusion” OR “Multivariate.” 

Outcome It should relate to factors of 
importance to practitioners such as 
improved reliability, reduced 
production costs, and reduced time 
to market  

“multi fault diagnosis” OR “Fault 
diagnosis” OR “multiple faults” OR “Fault 
detection” 

Context It is the context in which the 
intervention is delivered  

“Rotating machines” OR “bearings” 

Table 4. Search Queries on Scopus and WOS with Parameters  

Dataset. Exact query Result 
Scopus ("Rotating Machines" OR "Bearings") AND ("multi sensor data fusion" OR 

"Multivariate" OR "multi fault diagnosis" OR "multiple faults") 
2091 

WOS 261 

The third and final stage is to create protocols for assessing the technical and scientific articles 
that these searches have generated from Scopus and WOS databases to keep only those most relevant 
articles to the research theme. The third stage is explained in detail in the following subsection, which 
mainly includes the inclusion criteria, exclusion criteria, quality assessment criteria, and their use for 
selecting or rejecting the paper. 

2.1. Inclusion and Exclusion Criteria 

A list of inclusion criteria for research paper selection and exclusion criteria for research paper 
rejection is applied to choose relevant research studies for systematic review. After applying the 
keyword query search in Scopus and WOS, these criteria are applied to the articles after the second 
stage. Inclusion and exclusion criteria applied are as shown in table 5. 

Table 5. Inclusion and Exclusion Criteria 

Sr. No. Inclusion Criteria 
1. Articles should be published between 2011 to 2021 
2. Articles should meet at least one term related to the research theme 
3. Articles should be either published or in the process of publishing in Journals 
4. Articles should give answers to the research questions. Therefore, the title, abstract, and full-

text reading are done to achieve this criterion. 
 Exclusion Criteria 
1. Non-English Literature 
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have generated from Scopus and WOS 
databases to keep only those most 
relevant articles to the research theme. 
The third stage is explained in detail in 
the following subsection, which mainly 
includes the inclusion criteria, exclusion 
criteria, quality assessment criteria, and 
their use for selecting or rejecting the 
paper.

2.1. INCLUSION AND EXCLUSION CRITERIA
A list of inclusion criteria for research 
paper selection and exclusion criteria 
for research paper rejection is applied 
to choose relevant research studies for 
systematic review. After applying the 
keyword query search in Scopus and 
WOS, these criteria are applied to the 
articles after the second stage. Inclusion 
and exclusion criteria applied are as 
shown in table 5.

Out of all these criteria mentioned in 
table 4, the most important criterion is to 
have the articles related to the research 
theme. To achieve this, three-stage 
assessment criteria applied are:
• Abstract-based Assessment: This 

includes reading the abstract 
to check whether the article is 
discussing our research theme. An 
abstract that matches at least 40% 
of the research theme is selected 
for further assessment: the full text-
based assessment.

• Full text-based Assessment: This 
includes a complete reading of 

the article. Articles that match the 
research themes are selected, and 
those that do not match the research 
theme are rejected. The remaining 
articles go through the quality 
assessment.

• Quality-based Assessment: This 
criterion increases the quality of the 
literature review. To achieve this, 
quality assessment criteria are as 
discussed below.

2.2. QUALITY ASSESSMENT CRITERIA
The quality assessment is based on the 
following four criteria: The articles that 
do not meet these criteria are rejected.
C1: Is the paper discussing multi-fault 

diagnosis in Industrial Rotating 
Machines?

C2: Is the paper discussing data 
collection and related topics like 
sensor selection and sensor data 
fusion?

C3: Is the paper discussing different 
feature extraction and signal 
processing methods?

C4: Is the paper discussing the 
AI techniques related to fault 
diagnosis in rotating machines?

The pictorial explanation of the 
Systematic Literature Review process 
regarding PRISMA guidelines is shown 
in fig.8.
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2. Duplicate articles 
3. Articles with non-availability of full text 
4. Articles not relevant to Fault Detection in Industrial Rotating machines 

Out of all these criteria mentioned in table 4, the most important criterion is to have the articles 
related to the research theme. To achieve this, three-stage assessment criteria applied are: 

• Abstract-based Assessment: This includes reading the abstract to check whether the article is 
discussing our research theme. An abstract that matches at least 40% of the research theme is selected 
for further assessment: the full text-based assessment. 

• Full text-based Assessment: This includes a complete reading of the article. Articles that match 
the research themes are selected, and those that do not match the research theme are rejected. The 
remaining articles go through the quality assessment. 

• Quality-based Assessment: This criterion increases the quality of the literature review. To 
achieve this, quality assessment criteria are as discussed below. 

2.2. Quality Assessment Criteria 

 The quality assessment is based on the following four criteria: The articles that do not meet 
these criteria are rejected. 

C1: Is the paper discussing multi-fault diagnosis in Industrial Rotating Machines? 

C2: Is the paper discussing data collection and related topics like sensor selection and sensor data 
fusion? 

C3: Is the paper discussing different feature extraction and signal processing methods? 

C4: Is the paper discussing the AI techniques related to fault diagnosis in rotating machines? 

The pictorial explanation of the Systematic Literature Review process regarding PRISMA guidelines is 
shown in fig.8. 

Figure 8. Systematic Literature Review Process 

Table 5. Inclusion and Exclusion Criteria
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2.3. Systematic Review Implementation 

The following main steps were used to select appropriate papers for this review. The 
Systematic review flow diagram using PRISMA guidelines, as shown in fig.8, depicts the steps of 
recognition, screening, eligibility, and inclusion. Figure 9 depicts the systematic search strategy 
implemented. After formulating the research questions and the keywords for a search query, the next 
step is to select the database. Scopus and WOS were selected as the database, where initial search results 
were 2091 articles from Scopus and 261 articles from WOS. The next step was to implement the 
inclusion and exclusion criteria as discussed in table 5. Accordingly, articles from 2011 to 2021 were 
selected. Also, articles in the English language were selected related to Engineering and computer 
science domain areas. Also, a filter was applied to select article-type documents and remove the 
documents from conference proceedings, review papers, etc. 116 documents from WOS and 1845 
documents from Scopus were removed, and 391 articles were selected. The next step was to remove the 
duplicates. 97 duplicate articles were removed, leaving 294 total articles. The next stage was to apply a 
filter based on reading the titles of the articles, reading the abstract, and checking the scientific 
recognition of the articles. 192 misaligned articles were deleted, leading to 102 filtered articles. Also, it 
is essential to remove unavailable articles (full text). The final step is to read the whole article and discard 
the misaligned ones. 34 unavailable and misaligned articles were deleted. The final portfolio of articles 
comprised 68 closely aligned articles. This entire process is shown in Fig.9.  

 
Figure 9. Implementation of Systematic Literature Review Process 

3. REVIEW RESULTS 

This section summarizes the findings of our systematic review process. It answers the research 
questions formulated in table 2 based on the review process results conducted using PRISMA 
guidelines. Here is the evaluation and summary of the papers. 

Figure 9. Implementation of Systematic Literature Review Process
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2.3. SYSTEMATIC REVIEW IMPLEMENTATION
The following main steps were used to 
select appropriate papers for this review. 
The Systematic review flow diagram 
using PRISMA guidelines, as shown in 
fig.8, depicts the steps of recognition, 
screening, eligibility, and inclusion. 

Figure 9 depicts the systematic search 
strategy implemented. After formulating 
the research questions and the keywords 
for a search query, the next step is to 
select the database. Scopus and WOS 
were selected as the database, where 
initial search results were 2091 articles 
from Scopus and 261 articles from WOS. 

The next step was to implement the 
inclusion and exclusion criteria as 
discussed in table 5. Accordingly, 
articles from 2011 to 2021 were selected. 
Also, articles in the English language 
were selected related to Engineering 
and computer science domain areas. 

Also, a filter was applied to select 
article-type documents and remove 
the documents from conference 
proceedings, review papers, etc. 
116 documents from WOS and 1845 
documents from Scopus were removed, 
and 391 articles were selected. The next 
step was to remove the duplicates. 97 
duplicate articles were removed, leaving 
294 total articles. 

The next stage was to apply a filter 
based on reading the titles of the articles, 
reading the abstract, and checking the 
scientific recognition of the articles. 
192 misaligned articles were deleted, 
leading to 102 filtered articles. Also, it is 
essential to remove unavailable articles 
(full text). The final step is to read the 
whole article and discard the misaligned 
ones. 34 unavailable and misaligned 
articles were deleted. The final portfolio 
of articles comprised 68 closely aligned 
articles. This entire process is shown in 
Figure 9.

3. REVIEW RESULTS
This section summarizes the findings 
of our systematic review process. 
It answers the research questions 
formulated in table 2 based on the 
review process results conducted 
using PRISMA guidelines. Here is the 
evaluation and summary of the papers.

3.1. RQ1. WHAT ARE THE DIFFERENT 
APPROACHES EMPLOYED TO ACHIEVE 
MULTI-FAULT DIAGNOSIS UNDER PREDICTIVE 
MAINTENANCE (PDM) FOR ROTATING 
MACHINES IN INDUSTRY?
Predictive maintenance (PdM) is a type 
of condition-based maintenance that 
monitors the condition of assets using 
sensor devices. These sensor devices 
supply data in real-time, which is used 
to predict faults using AI, and intimate 
when the asset will require maintenance 
and prevent equipment failure. Specific 
widely used parameters and methods 
[1] to detect the fault and predict the 
condition of Industrial rotating machines 
are Vibration analysis [15], Motor Current 
Signature Analysis [13], Temperature 
analysis, Magnetic chip detectors 
[16], Infrared Thermography, Acoustic 
Emission [16], Airborne Ultrasound, 
Lubrication analysis, etc. 

A combination of these methods 
improves the accuracy of analysis to 
predict the faults. The PdM approach 
is classified into three major categories: 
Physics- based Approach, Knowledge-
based Approach, and Data-Driven 
Approach [34,35,36]. These approaches 
are summarized in fig. 10 [217]. The 
knowledge-based approach [34,36] 
combines field experience and 
computational knowledge from domain 
experts and sets rules to interpret the 
faults. The advantage of this approach 
is that it requires less information and 
it does not require a mathematical 
model. However, it is challenging 
to implement it without historical 
data and domain expertise. Expert 

systems and fuzzy logic approaches 
are two examples of experience-based 
models that rely heavily on domain 
knowledge. Physics-based models 
[46] are methods that use knowledge 
of a system’s failure mechanisms (for 
example, unbalance growth) to create 
a mathematical equation model for the 
system’s degradation process. The main 
advantage of this approach is that it does 
not require collecting a lot of data, and 
it can be easily validated. Extrapolation 
is also easily possible. However, at the 
same time, it is not suitable for complex 
processes or machines and requires 
expert knowledge. Also, considering 
all degradation mechanisms is a 
challenging task. These physics-based 
models include the Finite Element 
Model (FEM), Kalman filter (KF), and 
Particle filter (PF), which all rely heavily 
on mathematical models.

Data-driven models, the most widely 
used approach, depend highly on big 
data and analysis. The Analysis allows us 
to predict the system’s condition or state 
or match comparable examples in the 
set of past experiences. The advantage 
of this approach is that it does not require 
a separate performance degradation 
process; however, it requires extensive 
data, and the accuracy depends highly 
on the algorithm’s training. 

A data-driven approach [37-41] is 
currently the trend attracting much 
attention of researchers. It mainly 
includes Artificial Intelligence models. 
Using different AI Algorithms, viz., 
Machine learning, deep learning is 
employed to build these models. Another 
effective and emerging approach that 
anchors the benefits of various currently 
available prognostics models is the 
hybrid approach [42-45]. It combines 
different approaches (knowledge-
based, physics-based, and data-driven) 
that result in a hybrid model with better 
predicting ability.
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3.2. RQ2. WHAT ARE THE AVAILABLE 
DATA SOURCES? HOW TO SELECT THE 
APPROPRIATE SENSORS FOR DATA 
COLLECTION?
Condition monitoring and fault 
diagnostic research for rotating 
machines are critical for predictive 
maintenance, optimal device operation, 
and workpiece quality. Researchers 
are concentrating their efforts on 
two areas to increase this diagnostic 
accuracy: advanced signal processing 
technologies and artificial intelligence 
technology. The dilemma that emerges 
with the use and development of these 

new methods and techniques is that 
they have their benefits and drawbacks 
and can only be used in specific 
circumstances. As a result, the hybrid 
intelligent fault diagnostic technique has 
been extensively researched in which 
multiple sophisticated signal processing 
methods and artificial intelligence 
approaches are used simultaneously. 
However, in most diagnostic systems, 
just one type of information (such as 
vibration information) is employed [48, 
73], resulting in inadequate machinery 
information, particularly in sophisticated 
systems. The lack of information 

even leads to misdiagnosis. Also, the 
extracted features are focused on a 
single domain, and features of other 
domains are ignored. Therefore, the 
diagnosis model must be based on 
multi-dimensional and multi- level 
information or data sources [49]. When 
we think of Information or data source, 
there are three main aspects to it. One 
is the machinery/test setup on which 
the data is collected, the second is the 
sensors used for data collection, and the 
third is how to check the data validity. 
Let us analyze the different aspects 
implemented by different researchers.
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3.2.1. Online Data Source
The data can be achieved in two ways. 
The first uses an online dataset, and 
the second uses a test setup to collect 
data using sensors. There are various 
online platforms available for online 
datasets. The most widely used dataset 
is provided by Case Western Reserve 
University [50,58]. Ball-bearing test data 
for both normal and defective bearings 
are available on this page. Experiments 
were carried out with a 2 hp Reliance 
Electric motor, with acceleration data 
collected close and far from the motor 
bearings. 

The precise test settings of the motor 
and the bearing defect status for each 
experiment have been meticulously 
documented on these web pages. 

Electro-discharge machining was used 
to seed defects in motor bearings (EDM). 
Faults with diameters ranging from 0.007 
to 0.040 inches were introduced at the 
inner raceway, rolling element (i.e., ball), 
and outer raceway individually. The test 
motor’s faulty bearings were replaced, 
and vibration data was taken for motor 
loads ranging from 0 to 3 horsepower. 

The “FEMTO Dataset [66]” is another 
popular dataset for estimating a bearing’s 
remaining usable life (RUL), which 
allows researchers to evaluate novel 
methods for bearing RUL prediction [55]. 
The FEMTO-ST2 institute designed and 
built PRONOSTIA, a platform for testing 
and verifying bearing fault detection, 
diagnostic, and prognostic techniques. 
One more dataset is the IMS bearing 

dataset [56], generated by the NSFI/
UCR Center for Intelligent Maintenance 
Systems (IMS) with support from Rexnord 
Corp. Unlike other datasets, which 
intentionally induce bearing defects 
by scratching or drilling the bearing 
surface or generating bearing faults by 
applying a shaft current for accelerated 
life testing, the IMS dataset provides a 
comprehensive natural bearing defect 
history record. The bearing is driven for 
30 days in a row at a constant speed 
of 2,000 rpm for 30 days [56]. Another 
essential online dataset collection is 
available at NASA Prognostic Centre of 
Excellence [51,65]. The Prognostics Data 
Repository collects data sets donated by 
universities, government organizations, 
and businesses. The data repository is 
dedicated to prognostic data sets, that 
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Having access to the online datasets gives monetary benefits as less expense is incurred in 
developing own test rig. Also, it saves time in making and designing a test setup. However, in the long 
run, it does not give data freedom. The test setups available online are for fixed conditions and a 
particular type of fault. If the researchers have to get more data for varied conditions, it is not possible. 
It can lead to incomplete diagnosis or misdiagnosis. Also, the datasets available online are mostly 
related to bearing faults. As a result, other significant faults in rotating machines are ignored, and multi-
fault diagnosis is impossible. Also, one should check the authenticity of the data before using it in any 
project. 

Table 6. Summary of Available Online Dataset for Fault Diagnosis of Rotating Machines. 

Dataset Sensor type No. of 
sensors 

Sampling 
frequency 

Fault 
generation 

Type of 
fault 

Motor 
Speed 

Labeled 
data 

Load 

CWRU[58] Accelerometer 2 12 & 
48Khz 

Artificial 
(Single point 
faults using 
electro-
discharge 
machining) 

Bearing 1797-
1720 

Yes 0-3 hp 

 IMS [56] Accelerometer 2 20KHz Natural Bearing 2000 Partially 
labeled 

6000 lbs 

MFPT [59] Not specified - 97k SPS & 
48k SPS 

Natural Bearing - Yes 270 & 
300 lbs 

MAFAULDA  
[60] 

Accelerometer, 
tachometer, 
microphone 

4, 1 & 1 50 kHz Artificial 
(Induced 
unbalance and 
misalignment) 

Bearing, 
unbalance, 
misalignm
ent 

700- 
3600 

Yes - 

Mendeley 
Data [61] 

Accelerometer, 
encoder for 
speed 

1&1 200kHz Artificial (not 
mentioned) 

Bearing - Yes - 

FEMTO [62] 
(Pronostia) 

Accelerometer, 
thermocouple 

2 & 1 25.6KHz Natural Bearing - No 4000N 

Paderborn 
University 
[63] 

Accelerometer 2 20 kHz Natural Bearing 1500 
& 900 

Yes 0.7 & 
0.1 Nm 

IEEE Data 
Port [64] 

This platform is a collection of datasets of different experiments conducted by different sources. 

NASA PCoE 
[65] 

3.2.2. Offline Data Source using Test Setup 
The online datasets, as discussed above, have their advantages as well as disadvantages. 

However, the biggest drawback is that one cannot study other faults in rotating machines using the 
available datasets. So though it might be a costly affair, indeed, the best option is to set up a test rig and 
collect data. Many researchers [73, 67, 68] opted for this option and successfully proved the results. So 
again, there are two options for the setup: design the test rig [67] or buy the test rig online. Test setups 
by SpectraQuest, Inc. [69] are widely used by most researchers [68]. Tyrannus Innovative Engineering 
& Research Academy is another platform that provides machinery fault simulators [70]. Collection of 
data should be ideally carried out on the real Industrial rotating machines. However, due to industrial 
protocols and uncontrollable conditions on the site, it is impossible to collect data directly from the 

Table 6. Summary of Available Online Dataset for Fault Diagnosis of Rotating Machines.
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is, data sets that may be utilized to create 
prognostic algorithms. Typically, these 
are time-series data from a nominal 
state to a failing state. 

The bearing dataset available on NASA 
PCoE is provided by the Center for 
Intelligent Maintenance Systems (IMS) 
[56], University of Cincinnati. NASA 
PCoE also has one more bearing dataset 
that is “FEMTO Dataset [66]” discussed 
earlier. Another dataset available online 
is by the Society for Machinery Failure 
Prevention Technology (MFPT) [59], 
wherein they provide the Condition 
Based Maintenance Fault Database 
whose objective is to give multiple data 
sets of known good and faulty bearing 
and gear conditions. 

This dataset is being made publicly 
available, along with sample processing 
code, hoping that researchers and 
CBM practitioners would enhance the 
approaches and, as a result, develop 
CBM systems more quickly. One more 
platform that provides online datasets 
is Mendeley data [52,61] which contains 
vibration signals collected from bearings 
of different health conditions under time-
varying rotational speed conditions. 
There are 60 datasets in total in this. 
Next is IEEE DataPort [64], a valuable 
and easily accessible data platform that 
enables users to store, search, access, 
and manage standard datasets. 

Another bearing dataset [63] from 
Paderborn University comprises 
synchronous measurements of motor 
current and vibration signals, allowing 
multi-physics models to be verified 
and sensor fusion of various signals 
to improve bearing fault detection 
accuracy. Both stator current and 
vibration signals are measured with a 
high resolution, and a high sampling 
rate and experiments are performed on 
26 damaged bearings and 6 undamaged 
(healthy) ones. Also, one more online 

dataset is composed of 1951 multivariate 
time-series acquired by sensors on 
SpectraQuest’s Machinery Fault 
Simulator (MFS) Alignment-Balance-
Vibration (ABVT) [60]. It comprises 
six different simulated states: normal 
function, imbalance fault, horizontal and 
vertical misalignment faults and, inner 
and outer bearing faults. Table 6 [57] 
is a summary of all the available online 
datasets discussed above.

Having access to the online datasets 
gives monetary benefits as less expense 
is incurred in developing own test 
rig. Also, it saves time in making and 
designing a test setup. However, in the 
long run, it does not give data freedom. 
The test setups available online are for 
fixed conditions and a particular type 
of fault. If the researchers have to get 
more data for varied conditions, it is 
not possible. It can lead to incomplete 
diagnosis or misdiagnosis. Also, the 
datasets available online are mostly 
related to bearing faults. As a result, 
other significant faults in rotating 
machines are ignored, and multi- fault 
diagnosis is impossible. Also, one should 
check the authenticity of the data before 
using it in any project.

3.2.2. Offline Data Source using Test 
Setup
The online datasets, as discussed 
above, have their advantages as well 
as disadvantages. However, the biggest 
drawback is that one cannot study other 
faults in rotating machines using the 
available datasets. So though it might 
be a costly affair, indeed, the best option 
is to set up a test rig and collect data. 
Many researchers [73, 67, 68] opted for 
this option and successfully proved the 
results. So again, there are two options 
for the setup: design the test rig [67] or 
buy the test rig online. Test setups by 
SpectraQuest, Inc. [69] are widely used 
by most researchers [68]. Tyrannus 
Innovative Engineering & Research 

Academy is another platform that 
provides machinery fault simulators [70]. 
Collection of data should be carried out 
on the real Industrial rotating machines. 

However, due to industrial protocols and 
uncontrollable conditions on the site, it 
is impossible to collect data directly from 
the Industrial environment. Hence the 
researchers came up with the machinery 
fault simulator model [69]. The model 
may have a different set of combinations 
of components, but what is shared is 
that there are two types of components: 
the driver and the driven type of rotating 
components that resemble the real- time 
industrial rotating machine behavior.

3.2.3. Sensor types and Selection 
Criteria
After setting up the test setup, knowing 
what type of sensors can be used 
for data collection is crucial. Many 
sensors are available with different 
specifications, sensitivity, ranges, 
functions, applications, etc. Therefore, 
one needs to correctly choose the 
sensors considering different factors, as 
the sensors being the data collectors are 
the basis of the diagnosis [71]. Sensor 
selection begins with an awareness 
of a machine’s probable failure modes 
and the related warning indications. 
Unbalance, bearing damage, cavitation 
(pumps), increased machine vibration 
levels, increased temperature of 
mechanical parts, loss or decrease of 
lubricant flow, and cooling water flow 
are typical warning signals in rotating 
machinery [73]. Each of these warning 
signs can be analyzed and monitored 
using an appropriate sensor [72]. In this 
part, the sensors most often employed to 
identify problems in rotating machines 
[94] at the earliest possible time, notably 
accelerometers and microphones, are 
discussed.
• Accelerometer: Accelerometers 

[73], as the name indicates, measure 
acceleration levels, typically 
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expressed with the sign g (equivalent 
to gravity’s acceleration, 9.81 m/s2). 
They are installed directly on the 
surface of (or within) the rotating 
machine near to bearings. Velocity 
or displacement may be more critical 
than absolute acceleration levels for 
specific applications, although this 
may be determined by integrating the 
acceleration data. Accelerometers 
are widely used in fault detection 
of rotating machines as they 
convey considerable information 
about machinery health [74-76]. A 
general rise in machine vibration is 
detected by basic vibration sensors, 
suggesting a potential machine 
problem. To detect faults with specific 
machine components like rolling 
element bearings or fan blades, more 
advanced sensors employ FFT (Fast 
Fourier Transform) signal processing 
to look at sensor data in the frequency 
domain [77]. Vibration sensors are 
classified into several categories, and 
one should be aware of the distinctions 
between them. Piezoelectric devices 
[73] rely on variations in electric 
current caused by movement. They 
frequently have a wide frequency 
response, high sensitivity, and low 
noise levels, although costly. Because 
piezoelectric accelerometers have 
been around for a long time, several 
types are available for various 
purposes. Micro-electro-mechanical 
systems, or MEMS [78], are tiny 
sensors frequently employed in IoT 
devices to detect vibrations. These 
sensors are frequently less expensive 
than Piezoelectric equivalents. An 
accelerometer may measure vibration 
in up to three directions. Movement 
from side to side, forward/backward, 
and up/down can all be perceived 
as vibrations. It always uses a 3-Axis 
sensor rather than a 1-Axis sensor 
since they are highly correlated, 
making it simpler to spot potential 
failures [79].

• Eddy current sensor: Non-contact 
Eddy-Current sensors [73] indicate 
a conductive component’s position 
and/or change of position. Magnetic 
fields are used to operate these 
sensors. The sensor is equipped with 
a probe that generates an alternating 
current at its tip. Eddy currents are tiny 
currents created by the alternating 
current in the component we are 
measuring.

• Temperature Sensor: Temperature 
sensors [81] detect changes in 
machine conditions in temperature 
by monitoring essential machine 
components. RTDs (Resistive 
Temperature Detectors) and 
thermocouples are utilized in direct 
measurement applications. Non-
contact infrared sensors are utilized 
for indirect measuring applications.

• Oil and Lubricant Sensor: Particle 
pollution in lubrication systems is 
monitored using oil particle sensors 
[73]. A rise in particle count may 
indicate that bearings, gearboxes 
are wearing out. The key benefits of 
using these sensors are the ability 
to access lubrication conditions in 
harsh conditions and on machinery 
that is not easily accessible. Another 
advantage is establishing a better 
predictive and proactive maintenance 
program to detect the beginning 
stages of lubricating oil deterioration.

• Current Sensor: The current draw of 
machine components is monitored 
using current sensors [71]. Monitoring 
the current draw of a motor is an 
example of a typical application. The 
high current drawn over time may 
indicate motor damage or any other 
problems arising in other parts of the 
machine. These sensors are clamped 
around the motor’s electrical wire.

• Acoustic Emission Sensor: Acoustic 
emission sensor [82,97] is a device 
that transforms a local dynamic 
material displacement produced 
by a stress wave to an electrical 

signal. AE sensors are generally 
piezoelectric sensors with specific 
ceramic components such as lead 
zirconate titanate (PZT) as the main 
component. They are widely used to 
detect bearing faults.

Several static, dynamic, and other 
aspects must be considered when 
choosing a sensor to measure a 
physical parameter. Sensor selection 
changes based on the application area. 
Let us understand some key points 
to remember before buying a sensor 
concerning the multi-fault diagnosis of 
rotating machines.

First, it is crucial to consider the 
frequency response of the sensors 
chosen, especially concerning the 
accelerometer [96,99]. It is perceived 
in terms of Hz in a vibration sensor. 
For example, if a sensor can detect 
vibrations between 1 and 10 Hz, it is 
difficult to identify the possible failure 
at 100 Hz. Table 7 [80,89] summarises 
the various vibration fault frequencies 
associated with some common rotating 
machinery faults. Before buying the 
sensor, one must check whether their 
fault frequencies lie in the sensor’s 
frequency range.

Next is the sensitivity [85] of the sensor. 
Industrial accelerometers generally 
have a sensitivity of 10 to 100 mV/g [97], 
although greater and lower sensitivity 
options exist [95,96]. A low sensitivity 
(10 mV/g) sensor is preferred if the 
machine produces significant amplitude 
vibrations (more than 10 g RMS) at 
the measuring location. For, e.g., a 100 
mV/g sensor should be utilized if the 
vibration is less than 10 g RMS. The 
highest g level should never surpass 
the sensor’s acceleration range. One 
should also note the temperature 
range of the sensor [96]. Sensors must 
be able to withstand the application’s 
temperature extremes. While deciding 
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over time may indicate motor damage or any other problems arising in other parts of the 
machine. These sensors are clamped around the motor's electrical wire. 

• Acoustic Emission Sensor: Acoustic emission sensor [82,97] is a device that transforms a local 
dynamic material displacement produced by a stress wave to an electrical signal. AE sensors are 
generally piezoelectric sensors with specific ceramic components such as lead zirconate titanate 
(PZT) as the main component. They are widely used to detect bearing faults. 

Several static, dynamic, and other aspects must be considered when choosing a sensor to 
measure a physical parameter. Sensor selection changes based on the application area. Let us 
understand some key points to remember before buying a sensor concerning the multi-fault diagnosis 
of rotating machines. 

First, it is crucial to consider the frequency response of the sensors chosen, especially 
concerning the accelerometer [96,99]. It is perceived in terms of Hz in a vibration sensor. For example, 
if a sensor can detect vibrations between 1 and 10 Hz, it is difficult to identify the possible failure at 100 
Hz. Table 7 [80,89] summarises the various vibration fault frequencies associated with some common 
rotating machinery faults. Before buying the sensor, one must check whether their fault frequencies lie 
in the sensor's frequency range. 

Table 7. Fault Frequency and Phase corresponding to Different Faults in Rotating Machines 

Fault Fault Frequency (fr=RPM/60) of driver or driven 
rotating machine 

Phase High vibration 
Axis 

Force Unbalance fr 900 (between horizontal 
and vertical)  

Radial 
(horizontal) 

Couple Unbalance fr 1800 out of phase (across 
the bearings) 

Radial 

Static Unbalance 00 out of phase (across the 
bearings) 

Dynamic Unbalance fr In between 00 to 1800 

(across the bearings)  
Radial 

Overhung Rotor 
Unbalance 

fr 900 (between horizontal 
and vertical)                   
1800 axial phase diff. 

Radial and 
Axial 

Angular 
Misalignment 

fr, 2fr, 3fr 1800 out of phase across 
the coupling 

Axial 

Parallel Misalignment fr, 2fr, 3fr 1800 out of phase across 
the coupling 

Radial 

Misaligned bearing 
cocked on the shaft 

fr, 2fr, 3fr 1800 out of phase on 
bearing housing 

Axial 

Rolling Element 
bearing 

Rolling element Fault frequency is given by: 

Outer race defect = 𝑁𝑁2  𝑓𝑓𝑓𝑓{1 − 𝑅𝑅𝑅𝑅
𝑃𝑃𝑅𝑅  𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼} 

Inner race defect = 𝑁𝑁2  𝑓𝑓𝑓𝑓{1 + 𝑅𝑅𝑅𝑅
𝑃𝑃𝑅𝑅  𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼} 

Rolling Element defect = 𝑃𝑃𝑅𝑅
𝑅𝑅𝑅𝑅  𝑓𝑓𝑓𝑓 {1 − (𝑃𝑃𝑅𝑅

𝑅𝑅𝑅𝑅  𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼)2} 

Cage Defect Frequency = 𝑓𝑓𝑓𝑓
2 {1 ± 𝑅𝑅𝑅𝑅

𝑃𝑃𝑅𝑅  𝑐𝑐𝑐𝑐𝑐𝑐 𝛼𝛼} 
(+ sign if the outer race is rotating, - sign if the inner 
race is rotating 
N= No. of rolling elements, Fr= shaft rotational 
speed, Hz, Rd= Rolling element diameter, Pd= Pitch 
circle diameter, α= Contact angle 

--- Axial 
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Eccentric rotor fr (of motor and driven machine, e.g., Fan) Either 00  or 1800 (between 
horizontal and vertical) 

Radial 

Bent Shaft fr (if bent near shaft) 
2fr (if bent near coupling) 

1800 axial phase difference Axial 

Mechanical looseness fr (structural looseness at machine feet) 900  or 1800 (between 
horizontal and vertical) 

Radial (Vertical) 

0.5fr, fr, 2fr, 3fr (pillow block bolt looseness) --- Radial  
0.5fr, fr, 1.5fr, 2fr, 2.5fr,… etc. (improper fit between 
components) 

--- Radial 

Resonance When fr=natural frequency of components Before and after 
resonance, a shift in phase 
difference is 1800 

Radial 

Soft foot fr (also can be at 2fr, 3fr, 2 times line frequency..) --- Radial (vertical) 
Gear faults Tooth meshing frequency = Nfr And sidebands at 

Nfr ± kfr,  N: Number of gear teeth, K=1,2,3.. 
--- Radial 

Next is the sensitivity [85] of the sensor. Industrial accelerometers generally have a sensitivity 
of 10 to 100 mV/g [97], although greater and lower sensitivity options exist [95,96]. A low sensitivity (10 
mV/g) sensor is preferred if the machine produces significant amplitude vibrations (more than 10 g 
RMS) at the measuring location. For, e.g., a 100 mV/g sensor should be utilized if the vibration is less 
than 10 g RMS. The highest g level should never surpass the sensor's acceleration range. One should 
also note the temperature range of the sensor [96]. Sensors must be able to withstand the application's 
temperature extremes. While deciding about the sensor, it is also essential to study the type of data 
acquisition (DAQ) hardware needed, ignorance of which can be a very costly affair. The sensor interface 
is crucial because it is the medium to connect to the DAQ. One should also choose between wired and 
wireless sensors. Wired sensors are always preferred because the data is reliable. Mounting of the wired 
and wireless sensors is also to be checked. There are four types of mounting, with threaded studs being 
the best, followed by adhesives, magnets, and probe tips [86]. One more critical factor is the computing 
technique. Whether edge computing will be implemented or cloud computing will be preferred. 
Nowadays, the processing is done at the network's edge [87] rather than on cloud servers, which 
reduces system response time, transmission bandwidth use, cloud storage, and computation resources. 
This is also an essential factor as a slight error in any decision can lead to monetary losses. Table 8 [72] 
summarizes sensor characteristics and some of the problems they can detect. The table also includes an 
overview of the most common faults associated with rotating machines and corresponding sensor 
requirements. Table 9 gives an analysis of multiple sensors used by researchers in their experimental 
setup. 

3.2.4. Challenges concerning Smart Sensors in Industry 4.0: 

• The first challenge is related to sensor fusion. Sensor fusion is a technology that combines data 
from multiple sensors to create a single data point. A sensor fusion algorithm integrates sensor outputs 
with the highest accuracy and efficiency while consuming the least power and reduced noise. 
Furthermore, these sensors communicate with an application processor via a sensor hub, and selecting 
appropriate peripherals for each sensor is critical to the success of sensor-fusion systems.  

• The next is the challenge related to security and privacy. Several solutions, both hardware, and 
software are aimed at resolving privacy and security concerns. The industries would never want their 
data going out of the organization, especially in cloud computing.  

• In a given industry, more than one sensor might be sending data over the same network. As a 
result, the network traffic increases, resulting in data loss. 

• Finally, it is also vital to have an energy-efficient sensor network.

Table 7. Fault Frequency and Phase corresponding to Different Faults in Rotating Machines
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about the sensor, it is also essential 
to study the type of data acquisition 
(DAQ) hardware needed, ignorance of 
which can be a very costly affair. The 
sensor interface is crucial because it 
is the medium to connect to the DAQ. 
One should also choose between wired 
and wireless sensors. Wired sensors 
are always preferred because the data 
is reliable. Mounting of the wired and 
wireless sensors is also to be checked. 
There are four types of mounting, with 
threaded studs being the best, followed 
by adhesives, magnets, and probe 
tips [86]. One more critical factor is 
the computing technique. Whether 
edge computing will be implemented 
or cloud computing will be preferred. 
Nowadays, the processing is done at 
the network’s edge [87] rather than on 
cloud servers, which reduces system 
response time, transmission bandwidth 
use, cloud storage, and computation 
resources. This is also an essential 
factor as a slight error in any decision 
can lead to monetary losses. Table 8 [72] 
summarizes sensor characteristics and 
some of the problems they can detect. 
The table also includes an overview of 
the most common faults associated with 
rotating machines and corresponding 
sensor requirements. Table 9 gives an 
analysis of multiple sensors used by 
researchers in their experimental setup.

3.2.4. Challenges concerning Smart 
Sensors in Industry 4.0:
• The first challenge is related to 

sensor fusion. Sensor fusion is a 
technology that combines data from 
multiple sensors to create a single 
data point. A sensor fusion algorithm 
integrates sensor outputs with the 
highest accuracy and efficiency 
while consuming the least power 
and reduced noise. Furthermore, 
these sensors communicate with an 
application processor via a sensor 
hub, and selecting appropriate 
peripherals for each sensor is critical 
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to the success of sensor-fusion 
systems.

• The next is the challenge related to 
security and privacy. Several solutions, 
both hardware, and software are 
aimed at resolving privacy and 
security concerns. The industries 
would never want their data going 
out of the organization, especially in 
cloud computing.

• In a given industry, more than one 
sensor might be sending data over 
the same network. As a result, the 
network traffic increases, resulting in 
data loss.

• Finally, it is also vital to have an 
energy-efficient sensor network.

3.3. RQ3. WHAT ARE THE DIFFERENT DATA 
ACQUISITION METHODS? WHAT ARE THE 
DATA VALIDATION TECHNIQUES?
Data acquisition is a critical step in 
condition monitoring (CM) of rotating 
machinery [84]. The Data Acquisition 
System (DAQ) characteristics and the 
price they represent are significant 
challenges in their implementation [90]. 
The analog signal from an accelerometer 
must be converted to a digital signal and 
recorded once it has been appropriately 
conditioned. The data acquisition stage 
involves gathering measurement data 
from the sensors and processing the 
raw signal to extract relevant features 
that may be used to determine the 
system’s health. In data science, this 
latter process is referred to as feature 
engineering discussed in upcoming 
sections.

3.3.1. DAQ Setup Specifications
Following criteria are very important 
when researching data acquisition 
hardware for a given application [83].

• Sensor compatibility: The type 
of appropriate data acquisition 
system is typically determined 
based onthesensor’soutput. 
Some questions related to sensor 

Table 9. Analysis of Multiple Sensors used by Researchers in the Experimental Setup
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compatibility that generally arise 
are whether the sensor output is 
analog or digital, the output range, 
etc. In addition, the sensor must be 
compatible with the data acquisition 
system.

• Sampling Frequency: According to 
the Nyquist theorem, the sampling 
frequency (inverse of the sampling 
rate) should be at least 2.56 times 
the maximum frequency present 
in the signal to catch the vibration 
signal’s profile [83] accurately. 
Picking a system that can sample at 
least ten times faster than the fastest 
signal that needs to be recorded is a 
valuable piece of advice [97].

• Measurement Resolution: The 
resolution is usually provided in bits, 
converted to acceleration units to 
compute the resolution. Consider 
an accelerometer system with a 24-
bit resolution, which means it can 
measure 24 (16,777,216) acceleration 
levels. DAQ systems usually have 
a resolution of 16 or 24 bits. Higher 
the resolution better the data 
visualization [96].

• Filtering capabilities: Filtering 
is an essential function of DAQ 
used to filter unwanted frequency 
components or noise. Type of filter 
used changes from one application 
to other.

• Dynamic Range of DAQ System: 
The variation between the smallest 
and biggest visible parts of a signal 
is known as a dynamic range [96]. 
Systems with greater dynamic 
ranges improve vertical axis 
resolution. Most applications can be 
handled by having a dynamic range 
higher than 100 dB and a sampling 
rate of at least 200 kS/s.

• Standalone or PC connection: PC-
connected DAQ systems have the 
advantage of being smaller as there 
is no need for separate displays, 
etc. For the same reason, they are 
generally less expensive. However, 

for better data security, a standalone 
system is preferable.

• Data analysis: Most DAQ systems 
integrate built-in data analysis that 
may be used after collecting the 
data. If the data is to be analyzed 
outside the DAQ system, it should 
be exported in standard formats. The 
most common analysis platforms 
are Excel for restricted data sets 
and Matlab for almost infinite data 
sets with a large range of built-in 
analytical capabilities [84].

3.3.2. Components of DAQ System
A data acquisition system (DAQ) [84] 
typically consist of sensors for measuring 
electrical signals, signal conditioning 
logic, and other hardware like Analog 
to digital converter (ADC), multiplexer, 
ADC, DAC, TTL-IO, high-speed timers, 
RAM, etc. for receiving analog signals 
and providing them to a processing 
system, such as a personal computer. Let 
us understand the critical components 
of the DAQ system. After selecting an 
appropriate sensor, it is essential to 
implement signal conditioning [83]. 

Vibration measurement inaccuracy 
can be caused by insufficient signal 
conditioning. Signal conditioning is the 
process of preparing an analog signal 
produced from a sensor so that it may 
be measured efficiently and correctly 
by the data Acquisition system’s (DAQ) 
digitizer. In reality, signal conditioning 
is one of the essential components 
of a data collection system since the 
accuracy of the measurement would 
be unclear until real-world signals 
are tailored for the digitizer used by 
DAQ [100]. Signal conditioning may 
include filtering, Amplification, isolation, 
excitation, linearization, etc. An Analog 
to Digital Converter (ADC) is at the heart 
of any data acquisition system. This chip 
receives data from the sensors and 
transforms it to discrete levels processed 
by a processor [99].

There are different data acquisition 
options, including Data loggers, 
Data Acquisition devices, and Data 
Acquisition systems. A Data Logger is 
a self-contained data collection system 
with an integrated CPU and pre-
programmed software. Data loggers are 
popular because they are portable and 
easy to use for specialized purposes 
and may function as stand-alone 
devices. A data acquisition device [95] 
(USB, Ethernet, PCI, etc.) has signal 
conditioning and an ADC, but it cannot 
operate without being linked to a 
computer {84]. 

Plug-in device users can use either 
preconfigured data acquisition 
software[99], such as DAQamiTM, or 
a programming environment, such as 
PythonTM, C++, DASYLab, MATLAB, 
and LabVIEW TM. Data collection 
devices provide a configurable solution 
for a specific application, with various 
BUS choices [84] and the ability to 
utilize your favorite software. Modular 
data acquisition systems are developed 
for complicated systems that require 
several sensor types to be integrated 
and synchronized. These systems are 
more challenging to set up and operate, 
but they are very adaptable. Although 
modular data acquisition systems 
are the most expensive choice, many 
applications require the functionality 
that only a data acquisition system can 
provide. The DAQ’s last component is 
a computer that collects all of the data 
collected by the DAQ hardware for 
further processing.  To make sense of 
the data, DAQ software is also essential 
to generate legible and relevant results. 
To put it another way, the DAQ software 
serves as a bridge between the user and 
the DAQ hardware.

3.3.3. Types of DAQ Systems
There are different types of DAQ 
Systems. Wireless DAQ Systems [91], 
Serial communication DAQ Systems, 
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USB DAQ Systems, and DAQ Plugin 
boards [92]. Wireless systems consist 
of wireless transmitters sending data 
back to a wireless receiver connected 
to a remote computer. When the 
measurement needs to be conducted 
at a distance from the computer, 
serial communication data acquisition 
systems are an excellent alternative. 
There are numerous communication 
protocols [101], the most popular being 
RS232, which allows for up to 50 feet of 
transmission lengths. 

RS485 outperforms RS232 and allows 
for transmission lengths of up to 
5,000 feet. USB is a new protocol for 
connecting PCs to data acquisition 
devices. Because USB interfaces provide 
power, the data acquisition system only 
requires one cable to connect to the PC. 
Data acquisition boards for computers 
are directly connected to the computer 
bus. The advantages of utilizing boards 
include speed (because they are simply 
linked to the bus) and cost (because the 
computer provides the cost of packaging 
and power).

3.3.4. Data Validation
Data validation is a critical process that 
ensures the quality of input data before 
it is utilized to build models and insights 
[93]. Whether collecting data in the field, 
analyzing data, or preparing to deliver 
data to stakeholders, data validation is 
crucial for every data handling activity. 
If the data is not accurate from the start, 
findings will most likely be inaccurate as 
well. As a result, data must be verified 
and validated before being used. The 
data validation procedure includes 
several steps:
• Ensure that the data is of the correct 

type: integer, data, text, Boolean, 
and so on.

• Checking the value range: minimum 
and maximum values, as well as 
correct format (voltage, acceleration, 
etc.)

• Validating data by applying 
application-specific requirements 
such as correct temperature, etc.

• Checking for consistency: for 
unbalance data logging, horizontal 
is always higher than axial and 
vertical, and so on.

Writing a script for data validation may 
be an option depending on coding 
language proficiency. Another option is 
to use software programs designed for 
data validation. Because AI and machine 
learning models can only generate 
legitimate results if constructed with 
valid data, it is essential to follow all of 
the procedures outlined above during 
the data acquisition phase to guarantee 
that models work with clean data.

3.4. RQ4. WHAT ARE THE DIFFERENT SIGNAL 
PROCESSING TECHNIQUES?
Vibration signals recorded using 
vibration sensors from a rotating 
machine are frequently in the time 
domain. Depending on the type of 
sensor used to acquire the data, they 
are a collection of time-indexed data 
points gathered across historical time, 
signifying acceleration, velocity, or 
proximity [104]. 

This data is so extensive and from 
multiple sources in multiple conditions 
that it is challenging to inspect and 
conclude the type of fault visually. As a 
result, Signal processing is frequently 
required to clean data and put it into a 
format from which condition indicators 
may be extracted, called features. 
Feature extraction is a part of signal 
processing that gives the essence of the 
data. 

These features are used to distinguish 
between two different vibration signals. 
Feature extraction is a dimensionality 
reduction method that reduces a large 
collection of raw data into smaller 
groupings for processing [102]. Feature 

extraction refers to strategies for selecting 
and/or combining variables into features 
to reduce the quantity of data that must 
be processed while still thoroughly 
and adequately characterizing the 
original data set [103]. The speed of 
learning and generalization phases in 
the machine learning process is aided 
by reducing data and the computer’s 
efforts in creating variable combinations 
(features). The feature extraction is 
classified under three categories: time-
domain features, frequency domain 
features, and time-frequency domain 
features [98,220]. Let us understand the 
different features in detail.

3.4.1. Time-domain features
A time-domain graph shows how 
a signal changes over time. Let us 
look at statistical functions and other 
sophisticated approaches that may 
be used to extract features from time-
indexed raw vibration datasets. It will 
adequately reflect machine health to 
better comprehend vibration signal 
processing in the time domain. Different 
statistical functions are used to extract 
features from time- domain signals 
based on the amplitude [104]. 

Statistical Time domain features [97] 
are Peak Amplitude, Mean Amplitude, 
Root Mean Square (RMS) Amplitude, 
Peak to Peak Amplitude, Crest Factor 
(CF), Variance and Standard Deviation, 
Standard Error, Zero Crossing, 
Wavelength, Willson Amplitude, Slope 
sign change, Impulse factor, Margin 
factor, Shape factor, Clearance factor, 
Skewness, Kurtosis, Higher-Order 
Cumulants, Histogram, Entropy [109, 
110]. Time Synchronous averaging 
features include TSA signal, Residual 
Signal (RES), and Difference Signal 
(DIFS). Time series regressive models 
include Auto-Regressive Model (AR 
Model), MA Model, ARMA Model, 
ARIMA Model. Filter-based methods 
include demodulation, the Prony model, 
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and adaptive noise cancellation (ANC). 
Stochastic parameters such as chaos, 
correlation dimensions, and thresholding 
methods, i.e., soft and hard threshold, 
are considered effective techniques for 
analyzing time-series vibration signals. 
Furthermore, the Blind source separation 
(BSS) is a signal-processing method 
that recovers the unobserved signals 
from a set of observations of numerous 
signal combinations. All these methods 
and are shown in Fig.11 [105]. Detailed 

analyses of some of these time-domain 
features, along with their definition and 
formula, are given in Table.10 [102, 105].

Table 10. Time Domain Features along 
with their Definition and Formula.

3.4.2. Frequency domain features
One of the most often used vibration 
analysis techniques for monitoring 
equipment is frequency analysis, also 
known as spectrum analysis. In the 

frequency domain, each sine wave will 
be represented as a Spectral component. 
Frequency domain analysis methods, 
in reality, can reveal information based 
on frequency features that are difficult 
to detect in the time domain [105]. 
As discussed earlier, vibration signals 
in the time domain are generated by 
rotating machines. To convert them into 
the frequency domain, we use Fourier 
analysis. There are different types of 
Fourier analysis like Discrete Fourier 
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Higher-Order Cumulants, Histogram, Entropy [109, 110]. Time Synchronous averaging features 
include TSA signal, Residual Signal (RES), and Difference Signal (DIFS). Time series regressive models 
include Auto-Regressive Model (AR Model), MA Model, ARMA Model, ARIMA Model. Filter-based 
methods include demodulation, the Prony model, and adaptive noise cancellation (ANC). Stochastic 
parameters such as chaos, correlation dimensions, and thresholding methods, i.e., soft and hard 
threshold, are considered effective techniques for analyzing time-series vibration signals. Furthermore, 
the Blind source separation (BSS) is a signal-processing method that recovers the unobserved signals 
from a set of observations of numerous signal combinations. All these methods and are shown in Fig.11 
[105]. Detailed analyses of some of these time-domain features, along with their definition and formula, 
are given in Table.10 [102, 105].  
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Table 10. Time Domain Features along with their Definition and Formula. 

Feature 
 

Definition Formula Significance / Note 

Peak Amplitude Largest positive amplitude of 
the vibration signal. Indicator of 
occurrence of impacts. 

𝑥𝑥𝑝𝑝 = 1
2 [𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡) − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡)] x=amplitude x(t)=vibration 

signal. Peak amplitude is 
valuable for shock events, but it 
does not consider the time 
duration or energy in the event. 

Mean Amplitude Average of the vibration signal 
throughout a measured interval 

 �̅�𝑥= 1
𝑇𝑇∫ x(t) dt T=sampled signal duration 

Root Mean 
Square (RMS) 
Amplitude 

Variance of the vibration signal 
magnitude. It is the measure of 
power contained in the 
vibration signal 

𝑥𝑥𝑅𝑅𝑅𝑅𝑅𝑅 = √1
𝑇𝑇 ∫ |𝑥𝑥(𝑡𝑡)|2𝑑𝑑𝑡𝑡 It increases as fault develops 

Peak-to-Peak 
Amplitude 

Difference between the highest 
positive peak amplitude and the 
highest negative peak amplitude 

𝑥𝑥𝑝𝑝−𝑝𝑝 = 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡) − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚(𝑡𝑡) Provides max. excursion of the 
wave, beneficial wrt. 
Displacement, specifically 
clearances. 

Crest Factor Ratio of the vibration signal's 
peak amplitude to its RMS 
amplitude. Faults often first 
manifest themselves in changes 
in the peakiness of signal before 
they manifest in energy 
represented by RMS.  

𝑥𝑥𝐶𝐶𝐶𝐶 =
𝑥𝑥𝑝𝑝

𝑥𝑥𝑅𝑅𝑅𝑅𝑅𝑅
 Healthy bearing = more CF. 

Calculates how much impact 
occurs during the rolling 
element and raceway contact. CF 
can provide early warning for 
faults when they first develop. 

Variance and 
Standard 
Deviation 

Variance is the deviation of the 
vibration signal energy from the 
mean value. The square root of 
the variance is the standard 
deviation. 

(𝑉𝑉) 𝜎𝜎𝑋𝑋
2 =

∑(𝑥𝑥𝑚𝑚 − �̅�𝑥)2

𝑁𝑁 − 1  N=no. of sampled points 
𝑥𝑥𝑚𝑚=element of x 

(SD) 𝜎𝜎𝑋𝑋 = √∑(𝑥𝑥𝑚𝑚 − �̅�𝑥)2

𝑁𝑁 − 1   

Impulse Factor The ratio of the peak value to the 
average of the absolute value of 
the vibration signal 

𝑥𝑥𝐼𝐼𝐶𝐶 =
𝑥𝑥𝑝𝑝𝑝𝑝𝑚𝑚𝑝𝑝

1
𝑁𝑁 ∑ |𝑥𝑥𝑚𝑚|𝑁𝑁

𝑚𝑚=1

 Compare the height of a peak to 
the mean level of the signal. 

Clearance Factor Ratio of the maximum value of 
the input vibration signal to the 
mean square root of the absolute 
value of the input vibration 
signal 

𝑥𝑥𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

(1
𝑁𝑁 ∑ √|𝑥𝑥𝑚𝑚|𝑁𝑁

𝑚𝑚=1   )2
 This feature is max. for healthy 

bearings and decreases for the 
defective ball, outer race, and 
inner race, respectively. CF has 
the highest separation ability for 
defective inner race faults. 

Skewness The measure of asymmetrical 
behavior of vibration signal 
through its probability density 
function (PDF), i.e., it measures 
whether vibration signal is 
skewed to left or right side of 
distribution of normal state of 
the vibration signal. 

𝑥𝑥𝑅𝑅𝑆𝑆 =
∑ (𝑥𝑥𝑚𝑚 − �̅�𝑥)3𝑁𝑁

𝑚𝑚=1
𝑁𝑁𝜎𝜎𝑚𝑚3

 𝑥𝑥𝑅𝑅𝑆𝑆 For normal condition is zero. 

Faults can impact distribution 
symmetry and therefore increase 
the level of skewness. 

Kurtosis The measure of the peak value of 
the input vibration signal 
through its PDF.  

𝑥𝑥𝑆𝑆𝐾𝐾𝑅𝑅𝑇𝑇 =
∑ (𝑥𝑥𝑚𝑚 − �̅�𝑥)4𝑁𝑁

𝑚𝑚=1
𝑁𝑁 𝜎𝜎𝑚𝑚4

 Good bearing:         Kurtosis 
value <= 3. defective bearing:   
Kurtosis value > 3 
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Histogram  Discrete PDF of the vibration 
signal.  

LB
= 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 0.5(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

𝑁𝑁 − 1 ) 
The lower bound (LB) and upper 
bound (UB) are two 
characteristics derived from the 
histogram. 

UB
= 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 0.5(𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚

𝑁𝑁 − 1 ) 

Entropy Measure of the uncertainty of 
probability distribution of the 
vibration signal. 

𝑥𝑥𝐸𝐸𝐸𝐸𝐸𝐸 = ∑ 𝑝𝑝𝑚𝑚𝑖𝑖𝑙𝑙𝑙𝑙𝑙𝑙 𝑝𝑝𝑚𝑚𝑖𝑖

𝐸𝐸

𝑚𝑚=1
 

𝑝𝑝𝑚𝑚𝑖𝑖=probabilities computed from 
the distribution of x  

AR Model Linear regression analysis of the 
current signal values, i.e., the 
estimated signal values, of the 
vibration time series against 
previous values of the time 
series 

𝑥𝑥𝑡𝑡
= 𝑎𝑎1𝑥𝑥𝑡𝑡−1 + 𝑎𝑎2𝑥𝑥𝑡𝑡−2
+ ⋯ . +𝑎𝑎𝑝𝑝𝑥𝑥𝑡𝑡−𝑝𝑝 + 𝜇𝜇𝑡𝑡

= 𝜇𝜇𝑡𝑡 + ∑ 𝑎𝑎𝑚𝑚𝑥𝑥𝑡𝑡−𝑚𝑚

𝑝𝑝

𝑚𝑚=1
 

𝑥𝑥𝑡𝑡=stationary signal,      𝑎𝑎1 − 𝑎𝑎𝑝𝑝 
are model parameters, 𝜇𝜇𝑡𝑡=white 
noise p=model order 

3.4.2. Frequency domain features 

 One of the most often used vibration analysis techniques for monitoring equipment is 
frequency analysis, also known as spectrum analysis. In the frequency domain, each sine wave will be 
represented as a Spectral component. Frequency domain analysis methods, in reality, can reveal 
information based on frequency features that are difficult to detect in the time domain [105]. As 
discussed earlier, vibration signals in the time domain are generated by rotating machines. To convert 
them into the frequency domain, we use Fourier analysis. There are different types of Fourier analysis 
like Discrete Fourier Transform (DFT), Fast Fourier Transform (FFT), Inverse FFT and DFT, etc. [112], 
which are used to transform the time-domain signal to the frequency domain. Apart from this,  several 
other approaches for extracting various frequency spectrum features may be utilized to depict a 
machine's health effectively. The other approaches include Envelope spectrum analysis, power 
spectrum analysis, spectral kurtosis [108], spectral skewness, Spectral Entropy, Shannon Entropy [113], 
and some Higher-order spectrum analysis. There are also statistical functions like Arithmetic mean, 
Geometric mean, Frequency Centre (FC), RMS Frequency (RMSF) [97], Root variance frequency (RVF), 
median frequency, etc. When a failure occurs, the frequency element changes, and so do the FC, RMSF, 
and RVF values. The FC and RMSF represent the main frequency position changes, whereas the RVF 
depicts power spectrum convergence.  All these methods and are shown in Fig.12 [102,103,105,106]. 
Detailed analyses of some of these frequency domain features, along with their definition and formula, 
are given in Table.11 [102,  103, 105, 106]. 

Table 10. Time Domain Features along with their Definition and Formula.
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Figure 12. Overview of Frequency Domain Feature Extraction Methods. 

Table 11. Frequency Domain Features along with their Definition and Formula. 

Feature  
 

Property Formula Note / Significance 

Discrete 
Fourier 
Transform 

Used to convert time domain 
signal to the frequency domain 

x(w) = ∫ x(t)e−jwtdt
∞

−∞
 w=2π/T 

It can be used to find the root of 
the fault. 

Frequency 
Centre 

Indicate the position changes of 
main frequencies FC =

∑ xi′N
i=2 xi

2π∑ xi2N
i=1

 
--- 

RMS 
Frequency 

Indicate the position changes of 
main frequencies 

RMSF=√𝑀𝑀𝑀𝑀𝑀𝑀 MSF =
∑ (xi′)2N
i=2

4π2 ∑ xi2N
i=1

 

Represents overall level of 
energy across freq. range 

Root 
Variance 
Frequency 

Shows the convergence of the 
power spectrum 

RVF=√𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑀𝑀𝐹𝐹2 --- 

Spectral 
Skewness 

SS measures the symmetry of the 
distribution of spectral magnitude 
values around its mean. 

SS(n)=
2∑ (|𝑋𝑋(𝑘𝑘,𝑛𝑛)|−𝜇𝜇|𝑋𝑋|)3

𝐵𝐵𝐿𝐿
2−1
𝑘𝑘=0

𝐵𝐵𝐿𝐿.𝜎𝜎|𝑋𝑋|3  
--- 

Spectral 
Kurtosis 

Measures the distribution of the 
spectral magnitude values and 
compares them to a Gaussian 
distribution 

SK(n)=
2∑ (|𝑋𝑋(𝑘𝑘,𝑛𝑛)|−𝜇𝜇|𝑋𝑋|)4

𝐵𝐵𝐿𝐿
2−1
𝑘𝑘=0

𝐵𝐵𝐿𝐿.𝜎𝜎|𝑋𝑋|4 − 3 
--- 
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Figure 12. Overview of Frequency Domain Feature Extraction Methods.
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Transform (DFT), Fast Fourier Transform 
(FFT), Inverse FFT and DFT, etc. [112], 
which are used to transform the time- 
domain signal to the frequency domain.
Apartfromt his, several other approaches 
for extracting various frequency 
spectrum features may be utilized to 
depict a machine’s health effectively. 
The other approaches include Envelope 
spectrum analysis, power spectrum 
analysis, spectral kurtosis [108], spectral 
skewness, Spectral Entropy, Shannon 
Entropy [113], and some Higher-order 
spectrum analysis. There are also 
statistical functions like Arithmetic mean, 
Geometric mean, Frequency Centre 
(FC), RMS Frequency (RMSF) [97], 
Root variance frequency (RVF), median 
frequency, etc. When a failure occurs, the 
frequency element changes, and so do 
the FC, RMSF, and RVF values. The FC 
and RMSF represent the main frequency 
position changes, whereas the RVF 
depicts power spectrum convergence. 
All these methods and are shown in 
Fig.12 [102,103,105,106]. Detailed analyses 
of some of these frequency domain 
features, along with their definition and 
formula, are given in Table.11 [102, 103, 
105, 106].

3.4.3. Time-frequency domain 
features
Rotating machines, in general, generate 
stationary vibration signals. However, 
some rotating machine analysis is 
focused on analyzing vibrations during a 
speed change. As a result, nonstationary 
signals with changing frequency content 
are common. When we convert a signal 
to its frequency domain, we assume that 
its frequency components do not vary 
over time, i.e., the signal is stationary. 
As a result, the Fourier transform in 
the frequency domain cannot offer 
information on the time distribution of 
spectral components. Therefore time-
frequency domain needs to be used 
for nonstationary waveform signals, 
which are very common when there is 
machinery failure [105]. Standard time-
frequency domain analysis techniques 
include Short-time Fourier transform, 
Wavelet analysis, Empirical mode 
decomposition [114], Hilbert-Huang 
Transform, Wigner-Ville distribution, 
Local Mean Decomposition, Kurtosis, 
and Kurtogram [111,115], etc. These 
techniques convert one- dimensional 
time-domain signals into a two-
dimensional time-frequency function 
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3.4.3. Time-frequency domain features 

 Rotating machines, in general, generate stationary vibration signals. However, some rotating 
machine analysis is focused on analyzing vibrations during a speed change. As a result, nonstationary 
signals with changing frequency content are common. When we convert a signal to its frequency 
domain, we assume that its frequency components do not vary over time, i.e., the signal is stationary. 
As a result, the Fourier transform in the frequency domain cannot offer information on the time 
distribution of spectral components. Therefore time-frequency domain needs to be used for 
nonstationary waveform signals, which are very common when there is machinery failure [105]. 
Standard time-frequency domain analysis techniques include Short-time Fourier transform, Wavelet 
analysis, Empirical mode decomposition [114], Hilbert-Huang Transform, Wigner-Ville distribution, 
Local Mean Decomposition, Kurtosis, and Kurtogram [111,115], etc. These techniques convert one-
dimensional time-domain signals into a two-dimensional time-frequency function [107].  All these 
methods and are shown in Fig.13 [102, 105]. Detailed analyses of some of these frequency domain 
features, along with their definition and formula, are given in Table.12 [102, 105, 107]. Also, the 
literature analysis of some of the articles related to feature evaluation is shown in Table 13. 

 

Figure 13. Overview of Time-Frequency Domain Feature Extraction Methods. 

Table 12. Time-Frequency Domain Features along with their Definition and Formula. 

Feature  
 

Property Formula Note 

Short-Time 
Fourier 
Transform 
(STFT) 

Instead of computing the DFT of 
the whole signal, we decompose a 
signal into shorter segments of 
equal length 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑥𝑥(𝑡𝑡)(t,w) = ∫ x(t)w(t −∞
−∞

τ)exp(−jwt)dτ  
𝜏𝜏 = time variable                 
w(τ) = window function 

Continuous 
Wavelet 
Transform 

Extension of the Fourier transform 
maps the original signal from the 
time domain to the time-frequency 
domain. 

𝑊𝑊𝑥𝑥(𝑡𝑡)(𝑠𝑠, 𝜏𝜏)
= 1
√𝑠𝑠

∫𝑥𝑥(𝑡𝑡)𝜑𝜑∗(𝑡𝑡 − 𝜏𝜏
𝑠𝑠 )𝑑𝑑𝑡𝑡 

𝜑𝜑∗ is the complex conjugate of 
𝜑𝜑(𝑡𝑡) 

Figure 13. Overview of Time-Frequency Domain Feature Extraction Methods.
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3.4.3. Time-frequency domain features 

 Rotating machines, in general, generate stationary vibration signals. However, some rotating 
machine analysis is focused on analyzing vibrations during a speed change. As a result, nonstationary 
signals with changing frequency content are common. When we convert a signal to its frequency 
domain, we assume that its frequency components do not vary over time, i.e., the signal is stationary. 
As a result, the Fourier transform in the frequency domain cannot offer information on the time 
distribution of spectral components. Therefore time-frequency domain needs to be used for 
nonstationary waveform signals, which are very common when there is machinery failure [105]. 
Standard time-frequency domain analysis techniques include Short-time Fourier transform, Wavelet 
analysis, Empirical mode decomposition [114], Hilbert-Huang Transform, Wigner-Ville distribution, 
Local Mean Decomposition, Kurtosis, and Kurtogram [111,115], etc. These techniques convert one-
dimensional time-domain signals into a two-dimensional time-frequency function [107].  All these 
methods and are shown in Fig.13 [102, 105]. Detailed analyses of some of these frequency domain 
features, along with their definition and formula, are given in Table.12 [102, 105, 107]. Also, the 
literature analysis of some of the articles related to feature evaluation is shown in Table 13. 
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Table 12. Time-Frequency Domain Features along with their Definition and Formula. 

Feature  
 

Property Formula Note 

Short-Time 
Fourier 
Transform 
(STFT) 

Instead of computing the DFT of 
the whole signal, we decompose a 
signal into shorter segments of 
equal length 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑥𝑥(𝑡𝑡)(t,w) = ∫ x(t)w(t −∞
−∞

τ)exp(−jwt)dτ  
𝜏𝜏 = time variable                 
w(τ) = window function 

Continuous 
Wavelet 
Transform 

Extension of the Fourier transform 
maps the original signal from the 
time domain to the time-frequency 
domain. 

𝑊𝑊𝑥𝑥(𝑡𝑡)(𝑠𝑠, 𝜏𝜏)
= 1
√𝑠𝑠

∫𝑥𝑥(𝑡𝑡)𝜑𝜑∗(𝑡𝑡 − 𝜏𝜏
𝑠𝑠 )𝑑𝑑𝑡𝑡 

𝜑𝜑∗ is the complex conjugate of 
𝜑𝜑(𝑡𝑡) 

Table 12. Time-Frequency Domain Features along with their Definition and Formula.
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Discrete 
Wavelet 
Transform 

Used for the computerized 
implementation and analysis 
process of wavelet transforms. 

𝑊𝑊𝑥𝑥(𝑡𝑡)(𝑠𝑠, 𝜏𝜏)

= 1
√2𝑗𝑗

∫ 𝑥𝑥(𝑡𝑡)𝜑𝜑∗(𝑡𝑡 − 𝑘𝑘2𝑗𝑗

2𝑗𝑗 )𝑑𝑑𝑡𝑡 

J and k are integers 

Wavelet 
Packet 
Transform 

DWT is further decomposed into an 
approximation signal and a detail 
signal 

𝑑𝑑𝑗𝑗+1,2𝑛𝑛 = ∑ ℎ(𝑚𝑚 − 2𝑘𝑘)𝑑𝑑𝑗𝑗,𝑛𝑛
𝑚𝑚

 
m is no. of coefficients and 
𝑑𝑑𝑗𝑗,𝑛𝑛, 𝑑𝑑𝑗𝑗+1,2𝑛𝑛𝑎𝑎𝑎𝑎𝑑𝑑 𝑑𝑑𝑗𝑗+1,2𝑛𝑛+1 are 
wavelet coefficients at sub-
bands n, 2n, 2n+1 resp. 

Empirical 
Mode 
Decompositi
on 

Nonlinear and adaptive data 
analysis technique that decomposes 
the time domain signal x(t) into 
different scales or Intrinsic mode 
functions(IMF) 

𝑥𝑥(𝑡𝑡) = ∑ 𝑐𝑐𝑗𝑗 + 𝑟𝑟𝑛𝑛

𝑛𝑛

𝑗𝑗=1
 

𝑐𝑐𝑗𝑗 𝑖𝑖𝑠𝑠 𝑗𝑗𝑡𝑡ℎ 𝐼𝐼𝐼𝐼𝐼𝐼 𝑎𝑎𝑎𝑎𝑑𝑑 𝑟𝑟𝑛𝑛 Is 
residual of data x(t) after 
extraction of n IMFs. 

Local Mean 
Decompositi
on 

Decomposes a complicated signal 
into a set of product functions (PFs), 
each of which is the product of an 
envelope signal and a purely 
frequency modulated signal. 

𝑥𝑥(𝑡𝑡) = ∑ 𝑃𝑃𝐼𝐼𝑖𝑖(𝑡𝑡) + 𝑢𝑢𝑚𝑚(𝑡𝑡)
𝑚𝑚

𝑖𝑖=1
 

m is the number of PFs. 

Frequency 
Domain 
Kurtosis 

The ratio of the expected value of 
the fourth-order central moment of 
STFT to the expected value of the 
square of the second-order central 
moment of STFT 

𝒙𝒙𝑭𝑭𝑭𝑭𝑭𝑭(𝒇𝒇) =
𝑬𝑬{[𝒙𝒙(𝒒𝒒, 𝒇𝒇𝒑𝒑]𝟒𝟒}

𝑬𝑬{[(𝒙𝒙(𝒒𝒒, 𝒇𝒇))𝟐𝟐]𝟐𝟐} 
𝒙𝒙(𝒒𝒒, 𝒇𝒇) =
√ 𝒉𝒉

𝒎𝒎
∑ 𝒘𝒘𝒊𝒊𝒙𝒙(𝒊𝒊, 𝒒𝒒)𝒆𝒆𝒙𝒙𝒑𝒑(−𝒋𝒋𝒇𝒇𝒑𝒑𝒊𝒊)𝒎𝒎−𝟏𝟏

𝒊𝒊=𝟎𝟎  

where h=interval between 
successive observations of 
the process; 𝑤𝑤𝑖𝑖 = 1; f=2𝜋𝜋/𝑚𝑚; 
q=1,2,…n ; p=0,1,2,…m ; 
j=√−1; x(i,q) is i/p signal 

Table 13. Literature Analysis related to Features Studied 
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[107]. All these methods and are shown 
in Fig.13 [102, 105]. Detailed analyses 
of some of these frequency domain 
features, along with their definition 
and formula, are given in Table.12 [102, 
105, 107]. Also, the literature analysis of 
some of the articles related to feature 
evaluation is shown in Table 13.

3.5. RQ.5. WHAT ARE THE APPROACHES TO 
ACHIEVE INFORMATION FUSION OR MULTI-
SENSOR DATA FUSION?
Predictive maintenance has currently 
been the trend of Industry 4.0, where 
the machine is monitored for early 
detection of the fault and avoid failure 
before it occurs. A single sensor focuses 
on one parameter avoiding the broader 
aspects of data, thereby degrading the 
data quality and likely to induce error 
in monitoring complex equipment. 
Hence, multiple sensor configuration 
technology is introduced to collect 
extensive information of a machine 
to enhance monitoring capabilities in 

terms of measurement accuracy and 
data richness to improve precision, 
resolution, efficiency, robustness, and 
reliability of the entire system. However, 
complex data collected by multiple 
sensors create a challenge for data 
integration and analysis. Therefore, 
Multisensor data fusion techniques are 
in great demand for future applications 
[116]. 

The advantage of multi-sensor data 
fusion is that sensor data collected 
from several locations span a broader 
display range of the actual situation 
at the machinery. Also, the complete 
examination of each sensor’s data 
complements theinformation while 
reducing discrepancies. It also increases 
the data credibility [111]. Information 
fusion technology can be divided into 
three fusion methods: data-level fusion, 
feature-level fusion, and decision-
level fusion. Each fusion method has 
its advantage and disadvantage. The 

choice of fusion method is determined 
by the application of the user and types 
of sensors. In the data-level fusion 
approach, data from commensurate 
sensors are fused directly. The fused data 
is then subjected to feature extraction, 
followed by a pattern recognition 
method for classification. The models 
for data fusion include a weighted 
average method, Kalman filter method, 
mathematical statistics method, etc. At 
this level, fused data is more accurate 
and trustworthy than data obtained from 
a single sensor. The sensors employed at 
this level, however, must be comparable. 
That is, the measurement must be 
the same or have physical qualities 
or occurrences that are identical. The 
weighted value of multi-sensor signals is 
difficult to establish when using the most 
prevalent data-level fusion approach, 
such as weighted fusion. As a result, 
data-level applications are constrained 
in the real world. Data-level information 
fusion is as shown in fig. 14[194, 119].
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wavelet coefficients at sub-
bands n, 2n, 2n+1 resp. 
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Mode 
Decompositi
on 

Nonlinear and adaptive data 
analysis technique that decomposes 
the time domain signal x(t) into 
different scales or Intrinsic mode 
functions(IMF) 

𝑥𝑥(𝑡𝑡) = ∑ 𝑐𝑐𝑗𝑗 + 𝑟𝑟𝑛𝑛
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residual of data x(t) after 
extraction of n IMFs. 

Local Mean 
Decompositi
on 

Decomposes a complicated signal 
into a set of product functions (PFs), 
each of which is the product of an 
envelope signal and a purely 
frequency modulated signal. 

𝑥𝑥(𝑡𝑡) = ∑ 𝑃𝑃𝐼𝐼𝑖𝑖(𝑡𝑡) + 𝑢𝑢𝑚𝑚(𝑡𝑡)
𝑚𝑚
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m is the number of PFs. 

Frequency 
Domain 
Kurtosis 

The ratio of the expected value of 
the fourth-order central moment of 
STFT to the expected value of the 
square of the second-order central 
moment of STFT 
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In the feature-level fusion, each sensor 
is used to collect a kind of signal. 
Feature extraction is subsequently 
applied to obtain a feature vector. All 
features are combined to identify the 
best subset of features, then input into 
a classifier or decision-level fusion. All 
non-commensurate sensor features 
are merged to form a larger single 
feature set, subsequently employed in 
a specific classification model. Here, 
heterogeneous sensors are allowed, 
and information compression is still 
superior. As a result, feature-level 

applications are versatile and widely 
used. The integration of feature-level 
algorithms mainly includes the Kalman 
filter method, fuzzy inference method, 
neural network method, etc. Decision-
level fusion is a type of high-level fusion 
that includes combining the results of 
several sensors. It stresses the necessity 
of combining classifiers for a better 
outcome. The decision level fusion 
helps minimize the misdiagnosis rates in 
both false positives and false negatives 
[73]. At decision-level fusion, features 
calculation and pattern recognition 

processes are applied in sequence 
for single-source data obtained from 
each sensor. Decision-level fusion 
methods are then utilized to fuse the 
decision vectors. The integration of the 
decision layer mainly includes Bayesian 
reasoning, D-S Reasoning, etc. A brief 
overview of feature fusion and decision 
level fusion is shown in fig. 15 [195, 199].

Based on the type of sensors used, 
multi-sensor fusion is of three types 
[130]. Global multi- sensor fusion where 
homogenous processing data given by 
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3.5. RQ.5. What are the approaches to achieve Information fusion or multi-sensor 
data fusion? 

Predictive maintenance has currently been the trend of Industry 4.0, where the machine is 
monitored for early detection of the fault and avoid failure before it occurs. A single sensor focuses on 
one parameter avoiding the broader aspects of data, thereby degrading the data quality and likely to 
induce error in monitoring complex equipment. Hence, multiple sensor configuration technology is 
introduced to collect extensive information of a machine to enhance monitoring capabilities in terms of 
measurement accuracy and data richness to improve precision, resolution, efficiency, robustness, and 
reliability of the entire system. However, complex data collected by multiple sensors create a challenge 
for data integration and analysis. Therefore, Multisensor data fusion techniques are in great demand 
for future applications [116]. The advantage of multi-sensor data fusion is that sensor data collected 
from several locations span a broader display range of the actual situation at the machinery. Also, the 
complete examination of each sensor's data complements the information while reducing 
discrepancies. It also increases the data credibility [111]. Information fusion technology can be divided 
into three fusion methods: data-level fusion, feature-level fusion, and decision-level fusion. Each fusion 
method has its advantage and disadvantage. The choice of fusion method is determined by the 
application of the user and types of sensors. In the data-level fusion approach, data from commensurate 
sensors are fused directly. The fused data is then subjected to feature extraction, followed by a pattern 
recognition method for classification. The models for data fusion include a weighted average method, 
Kalman filter method, mathematical statistics method, etc. At this level, fused data is more accurate 
and trustworthy than data obtained from a single sensor. The sensors employed at this level, however, 
must be comparable. That is, the measurement must be the same or have physical qualities or 
occurrences that are identical. The weighted value of multi-sensor signals is difficult to establish when 
using the most prevalent data-level fusion approach, such as weighted fusion. As a result, data-level 
applications are constrained in the real world. Data-level information fusion is as shown in fig. 14[194, 
119]. 

 

Figure 14. Data-level Information fusion. 

In the feature-level fusion, each sensor is used to collect a kind of signal. Feature extraction is 
subsequently applied to obtain a feature vector. All features are combined to identify the best subset of 
features, then input into a classifier or decision-level fusion. All non-commensurate sensor features are 
merged to form a larger single feature set, subsequently employed in a specific classification model. 
Here, heterogeneous sensors are allowed, and information compression is still superior. As a result, 
feature-level applications are versatile and widely used. The integration of feature-level algorithms 
mainly includes the Kalman filter method, fuzzy inference method, neural network method, etc. 
Decision-level fusion is a type of high-level fusion that includes combining the results of several 
sensors. It stresses the necessity of combining classifiers for a better outcome. The decision level fusion 

Figure 14. Data-level Information fusion.
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helps minimize the misdiagnosis rates in both false positives and false negatives [73]. At decision-level 
fusion, features calculation and pattern recognition processes are applied in sequence for single-source 
data obtained from each sensor. Decision-level fusion methods are then utilized to fuse the decision 
vectors. The integration of the decision layer mainly includes Bayesian reasoning, D-S Reasoning, etc. 
A brief overview of feature fusion and decision level fusion is shown in fig. 15 [195, 199]. 

 

Figure 15. Information Fusion at Feature-Level and Decision-Level. 

 Based on the type of sensors used, multi-sensor fusion is of three types [130]. Global multi-
sensor fusion where homogenous processing data given by many sensors but represented in a single 
reference frame is required. The available data is then analyzed as if it were a single source of 
information. Second is local/global multi-sensor fusion, where data acquired from different 
heterogeneous sources is processed. Each sensor's data will be handled individually in this scenario, 
and the resulting output information will be homogenous. This information homogeneity may then be 
used to execute a global fusion step. Last is the hybrid multi-sensor fusion, which compromises both 
global multi-sensor fusion and global-local multi-sensor fusion. This design prioritizes highly reliable 
sensors by providing a local treatment to their data to reduce the impact of less capable sensors. In 
addition, this design allows for the collection of all homogeneous sensor data to improve output 
accuracy. 

3.5.1. Challenges in multi-sensor data fusion: 

There are a variety of factors that make data fusion difficult, stated as follows: 

• The bulk of difficulties stem from the data to be merged, the inaccuracy and diversity of sensor 
technology, and the application environment [117].  

• The data collected by sensors is always subject to some degree of imprecision and uncertainty 
in the readings. Data fusion techniques should be able to convey such flaws [216] adequately. 

• Fusion systems should also handle homogeneous and heterogeneous data as the data can be 
from a similar type of multiple sensors or multiple types of multiple sensors [118].  

• Measurements acquired throughout the monitoring process in multi-sensor fall detection are 
generally unrelated and come from diverse sources. Not only should this data be combined in 
the most efficient way possible, but they should also be examined for common patterns and 
commonalities [218]. 

• Various data sections may travel different paths before reaching the fusion center in distributed 
fusion setups, resulting in data arriving out of order. To minimize performance deterioration, 
this issue must be managed appropriately, especially in real-time applications. 

Figure 15. Information Fusion at Feature-Level and Decision-Level.
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many sensors but represented in a single 
reference frame is required. The available 
data is then analyzed as if it were a single 
source of information. Second is local/
global multi-sensor fusion, where data 
acquired from different heterogeneous 
sources is processed. 

Each sensor’s data will be handled 
individually in this scenario, and 
the resulting output information will 
be homogenous. This information 
homogeneity may then be used to 
execute a global fusion step. Last is 
the hybrid multi-sensor fusion, which 
compromises both global multi-sensor 
fusion and global-local multi-sensor 
fusion. This design prioritizes highly 
reliable sensors by providing a local 
treatment to their data to reduce the 
impact of less capable sensors. In 
addition, this design allows for the 
collection of all homogeneous sensor 
data to improve output accuracy.

3.5.1. Challenges in multi-sensor data 
fusion:
There are a variety of factors that make 
data fusion difficult, stated as follows:
• The bulk of difficulties stem from the 

data to be merged, the inaccuracy 
and diversity of sensor technology, 
and the application environment [117].

• The data collected by sensors is 
always subject to some degree of 
imprecision and uncertainty in the 
readings. Data fusion techniques 
should be able to convey such flaws 
[216] adequately.

• Fusion systems should also handle 
homogeneous and heterogeneous 
data as the data can be from a similar 
type of multiple sensors or multiple 
types of multiple sensors [118].

• Measurements acquired throughout 
the monitoring process in multi-
sensor fall detection are generally 
unrelated and come from diverse 
sources. Not only should this data 
be combined in the most efficient 

way possible, but they should also be 
examined for common patterns and 
commonalities [218].

• Various data sections may travel 
different paths before reaching the 
fusion center in distributed fusion 
setups, resulting in data arriving out 
of order. To minimize performance 
deterioration, this issue must be 
managed appropriately, especially in 
real-time applications.

• Multi-sensor fusion, as previously 
said, aids in fault diagnostic reliability. 
Simultaneously, more sensor 
devices might considerably raise the 
monitoring framework’s final cost. 
One should also consider the data 
acquisition system, which may be 
costly due to multiple sensors.

• Finally, It is also essential to decide 
the way of analysis: edge computing 
or cloud computing. Cloud computing 
is again very complex due to large 
data over the cloud [120].

3.6. RQ6. HOW TO IMPLEMENT AI MODELS 
FOR MULTI-FAULT DETECTION?
Artificial Intelligence (AI) has become a 
widely used technique for data-driven 
fault diagnosis [131]. The three primary 
duties of fault diagnosis are determining 
if the equipment is normal or not, locating 
the incipient failure and its cause, and 
forecasting the fault development trend. 
Artificial intelligence (AI) has garnered 
much interest from researchers to 
accomplish these three objectives, and 
it shows promise in rotating machinery 
defect identification applications 
[135]. Because of their resilience and 
adaptability, AI algorithms for fault 
diagnostics in rotating machinery have 
grown widespread.

AI-based methods are classified into two 
categories, considering the profundity of 
model structures, i.e., Machine learning 
(ML) and Deep learning (DL). Machine 
learning is a technique for processing 
data, learning from it, and making 

decisions based on what has been 
learned [132]. Deep learning creates an 
“artificial neural network” that can learn 
and make smart decisions by stacking 
algorithms. In other words, Deep learning 
can be called a subset of machine 
learning. Next, based on supervision, 
Machine learning is classified as 
supervised and unsupervised learning. 

Algorithms like K-Means [133], Neural 
network (NN), etc., are examples of 
unsupervised ML. Supervised machine 
learning [134] is of two types based 
on the tasks to be accomplished. They 
are classification and Regression. 
Classification algorithms are used to 
classify multiple faults in machinery. 
Regression algorithms assist us in 
predicting the upcoming faults based 
on experience or, in other words, 
the Remaining Useful Life (RUL) of 
machinery. K-Nearest Neighbor (KNN)
[221], Back Propagation (BP), Support 
Vector Machine (SVM) [135,173, 222] are 
examples of classification algorithms. 
Random forest (RF), Artificial Neural 
network (ANN) [136], Linear regression 
(LR), Gaussian Process Regression 
(GPR), Support vector regression (SVR) 
are some algorithms for regression [137]. 

Deep learning can be a comprehensive 
and effective response to most questions 
related to machine health monitoring 
systems (MHMS) foraddressing 
big data and learning multi-scale/ 
multi-facet/ stratified representation. 
There are different variants of Deep 
learning algorithms such as Recurrent 
Neural Networks (RNN) [88], Auto-
encoders (AE) [121], Convolutional 
Neural Networks (CNN) [88], Deep 
Belief Network (DBN) [121,222], and 
Deep Boltzmann Machines (DBM) 
[88]. In recent years, researchers have 
successfully implemented these models 
in the field of Predictive maintenance. 
Sometimes hybrid of these methods, 
that is, multiple data-driven algorithms 
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Table 14. Contribution of Data-driven Approach for Fault Diagnosis of Rotating Machine
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Table 14. Contribution of Data-driven Approach for Fault Diagnosis of Rotating Machine 

Algorithm Algorithm 
type 

Definition Diagnosis 
Application 

Accuracy  Advantages Limitations Ref. 

Deep belief 
network (DBN) 

Deep Learning The DBN is a deep architecture with multiple 
hidden layers that can learn hierarchical 
representations automatically in an 
unsupervised way and perform classification at 
the same time. 

Fault in 
Induction 
motor, 
Bearing faults, 
etc. 

99.9% 
[164]  

97.82% 
[121] 

Efficient usage of hidden 
layers processes unlabelled 
data effectively, and the 
problem of overfitting and 
underfitting may also be 
avoided 

Increasing run time 
complexity. 

[142] 
[164] 
[121] 

Auto Encoder 
(AE) 

Deep Learning An AE is an unsupervised neural network with 
three layers, which could take an input vector to 
form a high-level concept in the next layer 
through a nonlinear mapping. 

Bearing faults 100% [170] 
98.3% 
[171] 

Can combine multi-sensor 
data, prior knowledge not 
essential 

Wide range of data 
needed, unable to 
identify relevant 
information 

[121] 
[170] 

Deep Neural 
Network 
(DNN) 

Deep Learning DNNs have deep architectures containing 
multiple hidden layers, and each hidden layer 
conducts a non-linear transformation from the 
previous layer to the next one. 

Fault in 
Bearings and 
gearbox 

99.06% 
[167] 100% 
[112] 

automatically deduced and 
optimally tuned for the 
desired outcome, robust, 
flexible 

Needs wide range of 
data for training, 
overfitting issue 

[144] 
[167] 
[112] 

Convolutional 
Neural 
Network 
(CNN) 

Deep Learning A CNN is a Deep Learning algorithm that can 
take in an input image, assign importance 
(weights) to various aspects/objects in the image 
and be able to differentiate one from other 

Fault in 
bearings, 
unbalance, 
motor faults, 
pump faults 

93.54% 
[165] 
90.24% 
[169] 

Needs less storage, is less 
complex compared to ANN, 
better autodetection 

Needs wide range of 
data for training, 
overfitting issue, the 
high computational cost 

[145] 
[165] 
[169] 

Artificial 
Neural 
Network 
(ANN) 

Deep Learning An ANN is based on a collection of connected 
units or nodes called artificial neurons, which 
loosely model the neurons in a biological brain. 

Fault in 
bearing, 
misalignment, 
rotor bar 
faults 

94% [136]  

97.89% 
[102] 

Good adaptability, high 
tolerance for defects, better 
prediction, and 
classification. 

Needs wide range of 
training data, overfitting 
issue, std. network 
structure not defined 

[135] 
[136] 
[102] 

RNN/LSTM Deep Learning A recurrent neural network (RNN) is a class of 
ANN where connections between nodes form a 
directed graph along a temporal sequence.  

Gearbox fault, 
tool fault, 
RUL, bearing 
fault 

RNN: 
94.6%  

RNN: easy to process for 
long i/p, weight can be 
shared across time-steps. 
LSTM: better for time-series 

RNN: more 
computation time, hard 
for training, gradient 
vanishing problem. 
LSTM: Requires more 

[128] 
[138] 

 38 

LSTM: 
99.2% 

[138] 

data, can deal with 
vanishing gradient problem. 

time and resources for 
training. 

KNN Machine 
Learning 

KNN is an algorithm where k denotes the 
number of nearest neighbors used to predict the 
class of a sample. 

Faults like 
Unbalance, 
bearing faults 

98.61% 
[157] 

No training period, simple, 
new data can be added 
easily 

Not suitable for large 
dataset, sensitive to 
noisy data, need feature 
scaling 

[143] 
[157] 

SVM Machine 
Learning 

It provides a boundary in the input feature space 
by considering patterns and relationships on the 
inputs. Boundaries are then used to create a 
decision rule used for classification  

Faults like 
Unbalance, 
bearing, 
misalignment, 
wind turbine 

98.83% 
[157]   

80%  [172] 

Better performance for 
adequate sample size, semi 
and unstructured data, high 
dimensional data 

Depends on the penalty 
parameter which is 
selected by the trial and 
error method, a 
standard kernel function 
is not defined 

[143] 
[157] 
[172] 

Random forest Machine 
Learning 

RF is an ensemble learning method for 
classification, a regression that operates by 
constructing a multitude of decision trees at 
training time and outputting the class that is the 
mode of the classes (classification) or 
mean/average prediction (regression) of the 
individual trees 

Faults like 
unbalance in 
the rotor, 
bearing, 
impeller, 
blower 

87.2% 
[172] 

Reduces overfitting, flexible, 
it automates missing value 
present in data  

Need high 
computational power, 
time for training suffers 
interpretability and fails 
to determine the 
significance of each 
variable 

[146] 
[172] 

Extreme 
Learning 
Machine (ELM) 

Machine 
Learning 

ELM is a feedforward neural network for 
classification, clustering, regression, with a single 
layer or multiple layers of the hidden node 

Fault in 
bearings, 
gearbox 

98.84% 
[138] 
95.40% 
[166] 

Short training time, simple 
to use 

Overfitting [138] 
[166] 
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Table 15. Contribution of Hybrid PdM Approach for Fault Diagnosis of Rotating Machine 

Algorithm Hybrid PdM 
Approach 

Definition Diagnosis 
Application 

Ref. 

Fuzzy logic +NN Knowledge-based + 
Data-Driven 

Fuzzy Logic is an approach to variable processing that allows for multiple values to be processed through the 
same variable 

Gearbox 
faults, RUL 
Prediction 

[139] 

Fuzzy logic + 
Wavelet Neural 
Network 

Knowledge-based + 
Data-Driven 

Wavelet networks are a new class of networks that combine the classic sigmoid neural networks (NNs) and the 
wavelet analysis (WA) 

RUL 
prediction of 
bearing 

[141] 

EMD+PSO+ SVM Hybrid of Physics-
based model 

Empirical Mode Decomposition performs operations that partition a series into 'modes' (IMFs; 
Intrinsic Mode Functions) without leaving the time domain. Particle Swarm Optimization is a computational 
method that optimizes a problem by iteratively improving a candidate solution concerning a given measure of 
quality. 

Pump fault, 
RUL 

[147] 

Fuzzy logic + 
Focused TLFN 

Knowledge-based + 
Data-Driven 

In the Feedforward Neural network, the information moves in only one direction from the input nodes, through 
the hidden nodes (if any) and output nodes. Thus, there are no cycles or loops in the network. 

Cutting tool 
monitoring, 
RUL 

[148] 

Fuzzy Logic+ 
Kalman Filter 

Knowledge-based + 
Data-Driven 

Kalman filtering is an algorithm that provides estimates of some unknown variables given the measurements 
observed over time 

Actuator 
fault, RUL 

[140] 

SVR+HMM Hybrid data-driven 
approach 

The Support Vector Regression uses the same principles as SVM for classification. However, it allows us to define 
how much error is acceptable in our model and find an appropriate line to fit the data. 

Bearing RUL [43] 

MLP+RBF+KF Data-driven + 
physics-based 
approach 

Multi-layer Perception is a class of Feedforward NN which refers to networks composed of multiple layers of 
perceptrons. A radial basis function is a real-valued function whose value depends only on the distance between 
the input and some fixed point, either the origin or another fixed point called the center. 

RUL 
Prediction 

[149] 

GPR+KF/PF Data-driven + 
physics-based 
approach 

Gaussian process regression is nonparametric, Bayesian approach to regression that is making waves in machine 
learning. Particle filters or Sequential Monte Carlo (SMC) methods are a set of Monte Carlo algorithms used to 
solve filtering problems arising in signal processing and Bayesian statistical interference 

RUL 
Prediction 

[45] 

SK+ELM Data-driven + 
physics-based 
approach 

The spectral kurtosis (SK) is a statistical tool that can indicate the presence of series of transients and their 
locations in the frequency domain 

Bearing 
faults 

[138] 

Table 15. Contribution of Hybrid PdM Approach for Fault Diagnosis of Rotating Machine

or a combination of data- driven and 
physics-based algorithms, are used, 
which are more effective.

A representation of different algorithms 
used for fault diagnosis and the types 
of faults diagnosed using both data-
driven and hybrid approaches are 
depicted in Table 14 and Table 15. Table 
14 analyses the data-driven approaches 
currently employed by researchers for 
fault diagnosis in industrial rotating 
machines, as discussed earlier. Table 
15 is the analysis of hybrid approaches 
using knowledge-based, physics-based, 
and data-driven approaches used by the 
researchers. For example, B et al. (2020) 
[139] presented a hybrid knowledge-
based and data-driven approach for 
fault diagnosis using Fuzzy logic and 
a Neural network to predict RUL. D 
et al. (2001) [140] proposed a hybrid 
of knowledge-based and physics-
based approaches using Fuzzy logic 
and Kalman filter to predict damage in 
aircraft actuator faults. Zhang et al. [141] 
proposed a similar hybrid of fuzzy logic 
and wavelet neural networks to calculate 

RUL. Liu et al. (2012) [43] proposed a 
hybrid, multiple data- driven approach 
using HMM and SVR to predict the RUL 
of bearings again. Celaya et al. (2011) 
[45] proposed a hybrid data-driven and 
physics-based approach using GPR 
and KF/PF to predict the RUL of power 
devices. The experimental results from 
all these studies show that the hybrid 
approach yields better results than other 
independent approaches. 

Hybrid approaches boost the advantages 
and conceal the disadvantages of 
different independent approaches to 
yield a better diagnosis. However, there 
are a few challenges while employing 
the hybrid approach. This includes 
which kind of approach is appropriate, 
availability of data and other resources, 
proper fusion technique of the data as 
the data can be of various types, with 
different sampling rates, etc.

3.6.1. Machine Learning Styles
Machine learning emphasizes “learning,” 
because of which there are different 
Machine learning techniques available. 

It is vital to know what type of Machine 
learning can be used in the fault 
diagnosis of rotating machines. These 
techniques are broadly classified as 
learning problems, hybrid- learning 
problems, statistical inference, learning 
techniques, and other important learning 
approaches [197, 198]. First are the three 
main learning problems in machine 
learning: supervised, unsupervised, 
and reinforcement learning [199]. The 
term “supervised learning” refers to an 
issue in which a model is used to learn 
a mapping between input instances and 
the target variable. In this case, class 
labels should be available in advance. 
Also, the class labels are extremely 
biased to normal class, whereas the 
anomalies appear rarely. Unsupervised 
learning refers to a set of issues in which a 
model describes or derives relationships 
from data. Here, the models treat 
instances that fit least to the majority as 
anomalies. Also, the model learns from 
partially labeled normal data and scale 
anomaly to the difference between an 
unseen pattern and the learned normal 
pattern. The difficulty here is that most 
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of the machinery data is sequential and 
collected over a longer period. However, 
prediction over a longer sequence may 
be challenging as the length of the 
input sequence can vary. Reinforcement 
learning [200] is a type of online 
learning that simultaneously combines 
the learning and action phases and 
has a self-optimizing characteristic. The 
distinction between unsupervised and 
supervised learning is hazy, and several 
hybrid techniques include elements 
from both fields like semi-supervised, 
self- supervised, multi-instance learning, 
etc.

Semi-supervised learning [201] employs 
unlabelled instances to aid in learning 
the probability distribution over the input 
space. It also simultaneously optimizes 
the prediction over labeled and 
unlabelled examples. Self-supervised 
learning [202] is a representation 
learning approach in which unlabelled 
data is used to construct a supervised 
task. Self-supervised learning is used to 
lower the expense of data labeling and 
use the unlabelled data pool. Contrastive 
learning [203], a type of self-supervised 
learning, identifies comparable and 
dissimilar objects for an ML model in 
a different way. The fundamental goal 
of contrastive learning is to develop 
representations that keep comparable 
samples near together while a large 
distance separates different samples. 
Contrastive learning is one of the most 
powerful techniques in self-supervised 
learning when working with unlabelled 
data. Multi-instance learning is a 
supervised learning problem in which 
individual instances are not labeled, 
but bags or groups of samples are. The 
process of arriving at a conclusion or 
judgment is known as inference. Both 
fitting a model and making a prediction 
are examples of inference in machine 
learning. It is the next category of 
learning, including techniques such as 
Inductive Learning, Deductive Inference, 

Transductive Learning, etc. Inductive 
learning [204] entails determining the 
result based on evidence. The deduction, 
also known as deductive inference [205], 
uses general rules to arrive at specific 
conclusions. In the realm of statistical 
learning theory, the term “transduction” 
or “transductive learning” [206] refers to 
predicting particular cases given specific 
examples from a domain. There are 
several strategies classified as learning 
techniques. It encompasses multi-
tasking, active learning, online learning, 
transfer learning, and ensemble learning. 

Multi-task learning [207] is a form of 
supervised learning in which a model 
is fitted to a single dataset to solve 
numerous related tasks. Active learning 
[208] is an approach in which the 
model may ask a human user operator 
questions throughout the learning 
process to clarify ambiguity. Online 
learning entails using the data at hand 
and updating the model immediately 
before making a prediction or after the 
final observation. Transfer learning [209] 
is a form of learning in which a model 
is initially trained on one task and then 
utilized as the starting point for another 
activity. 

Ensemble learning [210] is a technique 
in which two or more models are fitted to 
the same data, and their predictions are 
pooled. Apart from these, there are many 
other techniques for machine learning 
such as meta-learning, continual 
learning, feature learning, federated 
learning, rule-based machine learning, 
multi-view learning, self-taught learning, 
deep learning, and many more. Learning 
algorithms that learn from other learning 
algorithms are called meta-learning [211] 
in machine learning. A model’s capacity 
to learn continuously from a data stream 
is known as continual learning [212]. 
In reality, this means enabling a model 
to learn and adjust autonomously 
in production as new data arrives. 

Feature learning [213], also known as 
representation learning, is a collection 
of machine learning algorithms that 
allow a system to automatically find 
the representations needed for feature 
detection or classification from raw data. 
It eliminates the need for human feature 
engineering by allowing a machine to 
learn and use features to fulfill a given 
activity. Federated learning [214] is a 
technique for training machine learning 
algorithms across numerous edge 
devices without exchanging training 
data. 

Federated learning, as a result, provides 
a novel learning paradigm in which 
statistical techniques are taught at the 
network’s edge. The rule-based machine 
learning approach of association 
rule learning identifies interesting 
relationships between variables in big 
databases. Multiview learning [195], also 
known as data fusion or data integration 
from various feature sets, incorporating 
several perspectives to increase 
generalization performance. Self-taught 
learning [215] is a new paradigm in 
machine learning. 

It uses labeled data belonging to the 
desired classes and unlabelled data 
from other, somehow similar classes. 
Many machine learning researchers 
have endorsed newer advances such 
as Deep Learning (DL) [163]. Due to its 
improved capacity to describe system 
complexity, DL has emerged as a viable 
computational tool for dynamic system 
prediction, overcoming the drawbacks 
of conventional techniques. 

In deep architecture, it is a machine 
learning approach that learns many 
levels of representations. Out of all 
the learning techniques, Supervised 
learning for classification (forecasts if 
the following n-steps have a chance 
of failure) and regression (to predict 
Remaining Useful Life), unsupervised 
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learning (for anomaly detection), 
reinforcement learning, hybrid learning 
methods, transfer learning, ensemble 
learning, deep learning, meta-learning, 
ensemble learning, etc. are widely used. 
Fig. 16 summarises all the machine 
learning techniques discussed above.

3.6.2. Steps to implement AI Model in 
fault diagnosis of rotating machines.
The implementation stack of AI for 
multiple fault diagnosis is depicted in 
fig.17. The figure is divided into several 
layers connected through a single 
directional road map. Each layer reveals 
a specific task accomplished via a 
particular set of either hardware or 
software or protocols or data stores. The 
first and the primary layer is the physical 
layer that includes the machine under 
test, the different sensors, the data 
communication medium, and the data 
acquisition system. 

Before moving ahead, it is essential to 
decide whether cloud computing or 
edge computing will be employed in 
fault diagnosis. Data pre-processing is 
the next important task that involves 
data storage, feature extraction, and 
data fusion. 

The next step is implementing the 
data analysis using ML/DL algorithms 
to achieve an accurate diagnosis. It 
includes training, testing, and validation 
of the algorithm and the results obtained. 
Once the diagnosis results are obtained, 
the final step is to convert the model to 
optimized C code to be implemented 
on the microcontroller. The advantages 
of using microcontrollers are: they 
consume low energy, are cheap, they 
are flexible, and most importantly, 
they have high security. Some widely 
used microcontrollers include Coral 
Dev Board, NVIDIA® Jetson NanoTM 
Developer Kit, Raspberry Pi 4 computer 
model B, etc.

Figure 16. Overview of various Machine Learning Styles.
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3.6.2. Steps to implement AI Model in fault diagnosis of rotating machines. 

The implementation stack of AI for multiple fault diagnosis is depicted in fig.17. The figure is 
divided into several layers connected through a single directional road map. Each layer reveals a 
specific task accomplished via a particular set of either hardware or software or protocols or data stores. 
The first and the primary layer is the physical layer that includes the machine under test, the different 
sensors, the data communication medium, and the data acquisition system. Before moving ahead, it is 
essential to decide whether cloud computing or edge computing will be employed in fault diagnosis. 
Data pre-processing is the next important task that involves data storage, feature extraction, and data 
fusion. The next step is implementing the data analysis using ML/DL algorithms to achieve an accurate 
diagnosis. It includes training, testing, and validation of the algorithm and the results obtained. Once 
the diagnosis results are obtained, the final step is to convert the model to optimized C code to be 
implemented on the microcontroller. The advantages of using microcontrollers are: they consume low 
energy, are cheap, they are flexible, and most importantly, they have high security. Some widely used 
microcontrollers include Coral Dev Board, NVIDIA® Jetson Nano™ Developer Kit, Raspberry Pi 4 
computer model B, etc. 

 

Figure 17. Implementation Stack of AI for Multi-Fault Diagnosis of Rotating Machines 

4. DISCUSSION 

 With Artificial Intelligence (AI) advancement, a data-driven approach for predictive 
maintenance is taking a new flight towards smart manufacturing. This approach for multiple fault 
diagnosis in Industrial Rotating Machines is a never-ending research field. The literature review has 
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4. DISCUSSION
With Artificial Intelligence (AI) 
advancement, a data-driven approach 
for predictive maintenance is taking a 
new flight towards smart manufacturing. 
This approach for multiple fault diagnosis 
in Industrial Rotating Machines is 
a never-ending research field. The 
literature review has developed new 
insight into the various aspects that a 
researcher should know before taking 
a step in this field. In this regard, let 
us discuss the survey outcome in the 
following subsection.

4.1. SURVEY OUTCOME
Let us analyze the survey outcome 
concerning the various aspects studied 
in the literature through Table 16. Finally, 
fig. 18 gives the summary of the literature 
review.

4.2. CHALLENGES AND LIMITATIONS IN 
MULTI-FAULT DIAGNOSIS
The challenges and limitations of multi-
fault diagnosis are discussed in this 
paper that may aid in further research. 
Table 17 gives a systematic overview of 
the challenges and limitations.

4.3. ADVANCEMENTS IN DATA-DRIVEN MULTI-
FAULT DIAGNOSIS IN THE CONTEXT OF 
INDUSTRY 4.0
Artificial intelligence progress is genuine 
and occurring with the technology 
finding extensive use in nearly every 
industry. In such industries, Predictive 
maintenance, which is a method of 
gathering, analyzing, and utilizing data 
from different industrial sources such 
as machines, sensors, and switches, 
uses intelligent algorithms to analyze 
data to predict equipment failure before 
it occurs. Companies are already using 
continuous monitoring technologies like 

the Internet of Things (IoT). However, the 
key to increasing company efficiency is 
going beyond simply monitoring the 
output of multiple technologies and 
using powerful techniques in machine 
learning to act on real-time insights 
and improve upon significant issues 
faced by current techniques. Predictive 
maintenance is at the heart of industrial 
innovation, and it entails rethinking 
and optimizing the whole maintenance 
approach from top to bottom. AI-led 
approaches have addressed some open 
issues in the multi-fault diagnosis of 
rotating machines. 

These approaches include generative 
adversarial networks, explainable AI, 
transfer learning, domain adaption, 
digital twin, adversarial machine 
learning, and domain adaptability. Figure 
19 depicts some of these challenges and 
the solutions given by these approaches.
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developed new insight into the various aspects that a researcher should know before taking a step in 
this field. In this regard, let us discuss the survey outcome in the following subsection. 

4.1. Survey Outcome 

Let us analyze the survey outcome concerning the various aspects studied in the literature 
through Table 16. Finally, fig. 18 gives the summary of the literature review. 

Table 16. Survey Outcome Discussion 

Survey topic 
 

Outcome 

Maintenance Strategy Maximizing equipment reliability and facility performance while 
balancing the related resources used and, consequently, the cost is 
the goal of a good maintenance strategy. In this regard, there is a 
need to blend all the maintenance philosophies to provide the best 
strategy that would increase the RUL of the machine, Predictive 
maintenance being the core of all. 

Data source There are online datasets available. However, the best choice 
regarding validity and accuracy is to yield an accurate diagnosis, 
design a test setup, and collect data manually to train the AI models. 

Sensors Sensor fusion refers to the capacity to combine data from various 
sources and sensors to create a single model or representation of the 
world surrounding the machinery. Because the strengths of the 
many sensors are balanced, the final model is more accurate. 

Data Acquisition There are a variety of data acquisition options available. One must 
choose a suitable system based on the application and compatibility. 
It is always better to decide the data acquisition method before the 
purchase of sensors and other apparatus. 

Signal Processing Feature selection is critical in signal processing. For non-stationary 
signals, which are very common while machinery failure, features 
from the time-frequency domain need to be used for better results. 

AI techniques Hybrid data-driven approaches boost the advantages and conceal 
the disadvantages of different independent AI techniques to yield a 
better diagnosis.  

Table 16. Survey Outcome Discussion
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4.2. Challenges and limitations in multi-fault diagnosis 

The challenges and limitations of multi-fault diagnosis are discussed in this paper that may 
aid in further research. Table 17 gives a systematic overview of the challenges and limitations. 

Table 17. Challenges and Limitations of Multi-Fault Diagnosis in Industrial Rotating Machines 

Challenges 
 

Issues Impact on Multi-fault diagnosis 

Data related 
challenges 

Data Availability Machines with a wide range of dynamic operating circumstances might lack 
complete data with a comparable distribution for fault diagnosis. 

Data Accessibility Failure to access high-quality data in a defined format for AI models may harm 
the models' performance. 

Data quality Due to a lack of access to high-quality data, firms and governments may be 
forced to develop subpar AI systems for fault diagnosis systems. 

Data acquisition/ 
transmission 

If appropriate and high-speed communication and data acquisition systems are 
not available, critical information may be truncated. 

Single sensor data If only one type of data is used to train the AI model, it may not be effective. 
The diagnosis is incomplete by depending on the single type of data. 

Cost for data 
collection 

Due to the high cost of machinery parts, it is challenging to run the machinery 
until failure for data collection. 

AI  Model 
related 
Challenges 

Class Imbalance Due to the failure of industrial sensors, data is missing or partial. 
Model 
Interpretability 

Inability to understand why a particular diagnosis was given at a specific point 
in time due to a lack of model interpretability 

adversarial 
perturbation 

In the case of essential equipment, AI models are vulnerable to adversarial 
perturbations, which might further weaken the credibility of fault diagnosis 

Inefficiency of the 
model for similar 
(not exact) data. 

The data is never the same for training and testing due to broad operating 
conditions and circumstances in an Industrial environment. 

Network and 
security 

Cloud computing Concerns about security, privacy, and real-time performance may arise while 
using cloud computing. As a result, it is necessary to verify the dispersed 
resource sharing of critical industrial data. 

Privacy of the 
data 

Designing safe and hack-free durable intelligent diagnosis is a significant 
problem due to its complexity. 

4.3. Advancements in Data-driven Multi-fault diagnosis in the context of Industry 4.0 

Artificial intelligence progress is genuine and occurring with the technology finding extensive 
use in nearly every industry. In such industries, Predictive maintenance, which is a method of 
gathering, analyzing, and utilizing data from different industrial sources such as machines, sensors, 
and switches, uses intelligent algorithms to analyze data to predict equipment failure before it occurs. 
Companies are already using continuous monitoring technologies like the Internet of Things (IoT). 
However, the key to increasing company efficiency is going beyond simply monitoring the output of 
multiple technologies and using powerful techniques in machine learning to act on real-time insights 
and improve upon significant issues faced by current techniques.  Predictive maintenance is at the heart 
of industrial innovation, and it entails rethinking and optimizing the whole maintenance approach 
from top to bottom. AI-led approaches have addressed some open issues in the multi-fault diagnosis 
of rotating machines. These approaches include generative adversarial networks, explainable AI, 
transfer learning, domain adaption, digital twin, adversarial machine learning, and domain 
adaptability. Figure 19 depicts some of these challenges and the solutions given by these approaches.  

Table 17. Challenges and Limitations of Multi-Fault Diagnosis in Industrial Rotating Machines
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Sensors installed to collect machine 
condition data might malfunction due 
to inadequate power supply. The data 
might differ due to constantly changing 
conditions in the manufacturing 
industries, leading to data shortage. 
The highly unbalanced training data, 
the extremely high cost of obtaining 
more failure examples, and the intricacy 
of the failure patterns can also add 
to further challenges. GAN starts by 
using two GAN networks to produce 

training samples and develop an 
inference network that may be used to 
forecast new sample failures. GAN is 
used to synthesize virtual artificial data, 
an unsupervised learning approach 
involving the interaction of two neural 
networks [174]. 

The GAN is made up of two parts: a 
generator and a discriminator. The 
generator’s job is to create synthetic 
data as close to the actual sample as 

feasible, while the discriminator’s job is to 
separate real samples from fake samples 
as much as possible. The schematic of 
GAN is as shown in fig. 20. [174] Mode 
collapse, Non- conversions, instability, 
and Evaluation matrix issues are some 
of the challenges in implementing GANs 
[175]. One possible study direction is 
to investigate how these approaches 
might be applied to more complicated 
datasets containing vibration and time-
series data [190].

 47 

 

Figure 19. Summary of Challenges and the corresponding Advancements in AI Models 

4.3.1. Generative Adversarial Networks (GAN)  

Sensors installed to collect machine condition data might malfunction due to inadequate power 
supply. The data might differ due to constantly changing conditions in the manufacturing industries, 
leading to data shortage. The highly unbalanced training data, the extremely high cost of obtaining 
more failure examples, and the intricacy of the failure patterns can also add to further challenges. GAN 
starts by using two GAN networks to produce training samples and develop an inference network that 
may be used to forecast new sample failures. GAN is used to synthesize virtual artificial data, an 
unsupervised learning approach involving the interaction of two neural networks [174]. The GAN is 
made up of two parts: a generator and a discriminator. The generator's job is to create synthetic data as 
close to the actual sample as feasible, while the discriminator's job is to separate real samples from fake 
samples as much as possible. The schematic of GAN is as shown in fig. 20. [174] Mode collapse, Non-
conversions, instability, and Evaluation matrix issues are some of the challenges in implementing 
GANs [175]. One possible study direction is to investigate how these approaches might be applied to 
more complicated datasets containing vibration and time-series data [190]. 

 

Figure 20. GAN Architecture. 
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4.3.2. Explainable AI (XAI)
As the industries are turning towards 
automation, users are progressively 
outsourcing more jobs to computers. 
Users may find it challenging to grasp 
such complicated systems since they are 
generally developed utilizing “black box” 
Artificial Intelligence (AI). Traditional 
black-box AI algorithms might be more 
transparent by offering explanations of 
the findings or building explainable and 
interpretable AI solutions for Industry 4.0 
applications. 

Future research into Explainable AI (XAI) 
in predictive maintenance is critical 
since interpretability and clarity are 
essential aspects for building credibility 

and security. Galanti et al. [176] 
suggested an explainable AI solution for 
process monitoring. On real industrial 
benchmark datasets, the suggested 
solution is assessed. Rehse et al. [177] 
have also examined the challenges and 
possible applications of explainable AI in 
Industry 4.0 in great depth. 

Defining the relevant evaluation 
mechanisms, procedures, measures, 
and methods are some of the challenges 
in Explainable AI. The quality, usefulness, 
and satisfaction of the explanations, 
and the influence of explanations on 
the model’s success are all factors to 
consider when evaluating the XAI [191]. 

Fig. 21 [178] shows the architecture to 
implement XAI.

Transfer learning is the concept of 
breaking out from the isolated learning 
paradigm and using what has been 
learned to tackle related problems. 
Due to constantly changing conditions 
in manufacturing units, the data is 
never the same, but it can be similar. 
Transfer Learning (TL) methods can 
enhance model accuracy for pre-and 
post-model deployment in dissimilar 
data distribution across the source 
and target domains. Fig 22 [179] is an 
architecture of Digital Twin assisted 
transfer Learning. 
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4.3.2. Explainable AI (XAI) 

As the industries are turning towards automation, users are progressively outsourcing more 
jobs to computers. Users may find it challenging to grasp such complicated systems since they are 
generally developed utilizing "black box" Artificial Intelligence (AI). Traditional black-box AI 
algorithms might be more transparent by offering explanations of the findings or building explainable 
and interpretable AI solutions for Industry 4.0 applications. Future research into Explainable AI (XAI) 
in predictive maintenance is critical since interpretability and clarity are essential aspects for building 
credibility and security. Galanti et al. [176] suggested an explainable AI solution for process monitoring. 
On real industrial benchmark datasets, the suggested solution is assessed. Rehse et al. [177] have also 
examined the challenges and possible applications of explainable AI in Industry 4.0 in great depth. 
Defining the relevant evaluation mechanisms, procedures, measures, and methods are some of the 
challenges in Explainable AI. The quality, usefulness, and satisfaction of the explanations, and the 
influence of explanations on the model's success are all factors to consider when evaluating the XAI 
[191]. Fig. 21 [178] shows the architecture to implement XAI. 

 

Figure 21. XAI Architecture. 

4.3.3. Transfer Learning (TL) 

Transfer learning is the concept of breaking out from the isolated learning paradigm and using 
what has been learned to tackle related problems. Due to constantly changing conditions in 
manufacturing units, the data is never the same, but it can be similar. Transfer Learning (TL) methods 
can enhance model accuracy for pre-and post-model deployment in dissimilar data distribution across 
the source and target domains. Fig 22 [179] is an architecture of Digital Twin assisted transfer Learning. 
The paper's authors devised a technique known as Digital-twin-assisted Fault Diagnosis using Deep 
transfer learning (DFDD). In the first phase, the potential problems that are not considered at design 
time were discovered by front running the ultra-high-fidelity model in the virtual space. In contrast, a 
Deep Neural Network (DNN) based diagnosis model was fully trained. In the second phase, the 
previously trained diagnosis model was migrated from the virtual to physical space using Deep 
Transfer Learning (DTL) for real-time monitoring and predictive maintenance. Implementing transfer 
learning for multiple fault diagnosis is currently an emerging research area. 

Figure 21. XAI Architecture. 4.3.3. Transfer Learning (TL)
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Figure 22. Digital Twin Assisted Transfer Learning. 

4.3.4. Digital Twin (DT) 

The goal of a Digital Twin is to construct a very accurate virtual replica of a physical system or 
process to mimic system behavior, condition monitoring, unusual pattern identification, system 
performance reflection, and future trend projection [9]. The ability to produce simulated data is one of 
Digital Twin's features. Infinite cycles of situations must be run in a simulated environment. The 
simulated data collected may subsequently be utilized to successfully train a naive AI model on the 
various elements of manufacturing operations. The digital twin's next skill is finding, planning, and 
testing new features that may be utilized to supplement data operations in a machine learning process. 
Finally, a digital twin can help with data augmentation for imbalanced datasets. DT is extensively used 
for predictive maintenance, fault diagnosis, detecting system abnormalities, inferring product quality, 
real-time system monitoring, and so on [179-181]. Fig 22 [179] is an architecture of Digital Twin assisted 
transfer Learning. However, digital twin challenges are accurately capturing physical properties, 
project collaboration, automatic real-time updating, conflict detection and resolution, and interaction 
with digital and physical items. Digital Twin enabled fault diagnosis can be implemented, which can 
help leverage the real-time and wholistic information related to machinery giving feedback between 
the real and digital world at every stage. 

4.3.5. Domain Adaptation (DA) 

Fault diagnostic models are created with a specific machinery configuration in mind, but there 
may be a situation when they need to be applied to a different machinery design. The new equipment 
configuration may affect the model prediction accuracy, which is typically different from the prior one. 
The change in data can also happen due to collecting the training and test sets from different sources 
or having an outdated training set due to data change over time. In this case, there would be a 
discrepancy across domain distributions, and naively applying the trained model on the new dataset 
may cause degradation in the performance. Domain Adaption (DA) can aid in such issues and 
implement efficient extraction of features from unlabelled equipment data, which is a prevalent 
problem in most real-time industrial applications [184]. The author in [183] presented a unique RUL 
prediction technique based on a deep convolutional neural network (DCNN) coupled with Bayesian 
optimization and adaptive batch normalization (AdaBN). The results also demonstrate that the 
prediction model's domain adaptability capacity has improved. One of the most common techniques 
to transfer learning is domain adaptation, which assumes that the label spaces of the source and 
destination domains are similar. The architecture and concept of domain adaptation presented by [185] 

Figure 22. Digital Twin Assisted Transfer Learning.
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The paper’s authors devised a technique 
known as Digital-twin-assisted Fault 
Diagnosis using Deep transfer learning 
(DFDD). In the first phase, the potential 
problems that are not considered at 
design time were discovered by front 
running the ultra-high-fidelity model 
in the virtual space. In contrast, a 
Deep Neural Network (DNN) based 
diagnosis model was fully trained. In the 
second phase, the previously trained 
diagnosis model was migrated from the 
virtual to physical space using Deep 
Transfer Learning (DTL) for real-time 
monitoring and predictive maintenance. 
Implementing transfer learning for 
multiple fault diagnosis is currently an 
emerging research area.

The goal of a Digital Twin is to construct 
a very accurate virtual replica of a 
physical system or process to mimic 
system behavior, condition monitoring, 
unusual pattern identification, system 
performance reflection, and future trend 
projection [9]. The ability to produce 
simulated data is one of Digital Twin’s 
features. Infinite cycles of situations 
must be run in a simulated environment. 
The simulated data collected may 
subsequently be utilized to successfully 
train a naive AI model on the various 
elements of manufacturing operations. 
The digital twin’s next skill is finding, 
planning, and testing new features 
that may be utilized to supplement 
data operations in a machine learning 

process. Finally, a digital twin can help 
with data augmentation for imbalanced 
datasets. DT is extensively used for 
predictive maintenance, fault diagnosis, 
detecting system abnormalities, 
inferring product quality, real-time 
system monitoring, and so on [179-
181]. Fig 22 [179] is an architecture of 
Digital Twin assisted transfer Learning. 
However, digital twin challenges are 
accurately capturing physical properties, 
project collaboration, automatic real-
time updating, conflict detection and 
resolution, and interaction with digital 
and physical items. Digital Twin enabled 
fault diagnosis can be implemented, 
which can help leverage the real-time 
and wholistic information related to 
machinery giving feedback between the 
real and digital world at every stage.

4.3.5. Domain Adaptation (DA)
Fault diagnostic models are created with 
a specific machinery configuration in 
mind, but there may be a situation when 
they need to be applied to a different 
machinery design. The new equipment 
configuration may affect the model 
prediction accuracy, which is typically 
different from the prior one. The change 
in data can also happen due to collecting 
the training and test sets from different 
sources or having an outdated training 
set due to data change over time. In 
this case, there would be a discrepancy 
across domain distributions, and naively 
applying the trained model on the new 

dataset may cause degradation in the 
performance. Domain Adaption (DA) 
can aid in such issues and implement 
efficient extraction of features from 
unlabelled equipment data, which 
is a prevalent problem in most real-
time industrial applications [184]. The 
author in [183] presented a unique RUL 
prediction technique based on a deep 
convolutional neural network (DCNN) 
coupled with Bayesian optimization and 
adaptive batch normalization (AdaBN). 
The results also demonstrate that the 
prediction model’s domain adaptability 
capacity has improved. One of the most 
common techniques to transfer learning 
is domain adaptation, which assumes 
that the label spaces of the source and 
destination domains are similar. The 
architecture and concept of domain 
adaptation presented by [185] are 
shown in fig.23 [185]. Heterogeneous 
unsupervised domain adaptation is a 
naïve emerging field to be worked on in 
the future.

4.3.6. Adversarial ML
While certain machine learning models 
are good at predicting predictions, they 
may not be good at detecting unlawful 
intrusions. Adversarial Machine Learning 
(AML) models protect the model 
structure from adversarial assaults that 
endanger the predictive maintenance 
framework’s resilience. [182] provides 
a list of adversarial ML attacks, from 
which the top four attacks with the 
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Figure 23. Adversarial Domain Adaptation Architecture. 
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good at detecting unlawful intrusions. Adversarial Machine Learning (AML) models protect the model 
structure from adversarial assaults that endanger the predictive maintenance framework's resilience. 
[182] provides a list of adversarial ML attacks, from which the top four attacks with the most industrial 
impact are poisoning attack, Evasion attack, Trojan attack, and model extractions/ stealing attack. The 
findings in [186] show that CBM systems are vulnerable to adversarial machine learning assaults, 
necessitating security measures. According to the timing of the attack, the approaches employed by 
hackers for adversarial machine learning may be classified into two categories: Data Poisoning: To 
deceive the output model, the attacker modifies the labels of certain training input instances. Model 
Poisoning: After the model is constructed, the hacker causes it to provide incorrect labeling by utilizing 
a perturbed instance. The adversarial machine learning attack is depicted in Figure 24 [196, 187]. 
Blockchain-enabled [219] reliable machine condition monitoring and fault diagnosis model can be a 
domain for future research. 

 

Figure 24. Example of Adversarial ML Attack. 

 

 

Figure 23. Adversarial Domain Adaptation Architecture.

F E AT U R E   |   c o n t i n u e s  f ro m  p a g e  6 3



wattnow  | April 2023    65

most industrial impact are poisoning 
attack, Evasion attack, Trojan attack, and 
model extractions/ stealing attack. The 
findings in [186] show that CBM systems 
are vulnerable to adversarial machine 
learning assaults, necessitating security 
measures. According to the timing of 
the attack, the approaches employed by 
hackers for adversarial machine learning 
may be classified into two categories: 
Data Poisoning: To deceive the output 
model, the attacker modifies the labels 
of certain training input instances. 
Model Poisoning: 

After the model is constructed, the 
hacker causes it to provide incorrect 
labeling by utilizing a perturbed instance. 
The adversarial machine learning 
attack is depicted in Figure 24 [196, 
187]. Blockchain-enabled [219] reliable 
machine condition monitoring and fault 
diagnosis model can be a domain for 
future research.

4.3.7. Multi-Modal Data Fusion
Compared to single modalities (i.e., 
unimodal) systems, multimodal deep 
learning systems employ several 
modalities, including vibration, 
temperature, pressure, AE, etc., and 
perform better. Representation, 
translation, alignment, fusion, and co-
learning are all aspects of multimodal 
machine learning. 

Some of the challenges in the multimodal 
analysis include missing modalities, 
noisy data, a lack of annotated data, 
inaccurate labeling and scarcity during 
training-testing, domain adaptability for 
diverse datasets, and interpretability of 
results [188]. Figure 25 [189] shows the 
multi-sensor data collection for Multi-
Modal Data Fusion (MMDF). From a 
future perspective in the context of 
Industry 4.0, the majority of multi-modal 
data in smart manufacturing setups 
must be gathered in dynamic settings, 
implying that the data itself varies. Also, 

it should rate the essential modalities in 
the diagnosis of the fault.

5. RECOMMENDATIONS FOR FUTURE 
WORK
Apart from the above-mentioned 
future research work in each current 
advancement, the authors would like to 
suggest a few other possible research 
directions in Data-Driven Multi-fault 
diagnosis of Industrial rotating machines. 
Table 18 describes the research gap 
identified and the corresponding future 
direction for the upcoming research. 
It should be mentioned that the range 
of this study is limited to a sample of 
research journals and keywords. It is 
proposed that the procedure outlined 
here be repeated for the same research 
theme in the future, with more databases 
taken into account.

6. CONCLUSION
This study focuses on data-driven 
predictive maintenance in industrial 
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4.3.7. Multi-Modal Data Fusion 

Compared to single modalities (i.e., unimodal) systems, multimodal deep learning systems 
employ several modalities, including vibration, temperature, pressure, AE, etc., and perform better. 
Representation, translation, alignment, fusion, and co-learning are all aspects of multimodal machine 
learning. Some of the challenges in the multimodal analysis include missing modalities, noisy data, a 
lack of annotated data, inaccurate labeling and scarcity during training-testing, domain adaptability for 
diverse datasets, and interpretability of results [188]. Figure 25 [189] shows the multi-sensor data 
collection for Multi-Modal Data Fusion (MMDF). From a future perspective in the context of Industry 
4.0, the majority of multi-modal data in smart manufacturing setups must be gathered in dynamic 
settings, implying that the data itself varies. Also, it should rate the essential modalities in the diagnosis 
of the fault. 

 

Figure 25. The architecture of Multi-modal Perception with Data Fusion and Analysis.  

5. RECOMMENDATIONS FOR FUTURE WORK 

Apart from the above-mentioned future research work in each current advancement, the 
authors would like to suggest a few other possible research directions in Data-Driven Multi-fault 
diagnosis of Industrial rotating machines. Table 18 describes the research gap identified and the 
corresponding future direction for the upcoming research. It should be mentioned that the range of this 
study is limited to a sample of research journals and keywords. It is proposed that the procedure 
outlined here be repeated for the same research theme in the future, with more databases taken into 
account. 

Figure 25. The architecture of Multi-modal Perception with Data Fusion and Analysis. 
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Table 18. Research Gap and Future Direction for Multi-Fault Diagnosis in Industrial Rotating Machines. 

Sr. No. 
 

Research Gap Future Direction 

1 Robust data collection is lacking as the researchers mainly focus on 
either online data (which is unimodal) or not considering the multi-
modal aspect of the data. 

There is a need to use multi-sensor data fusion or multimodal analysis to 
experiment with multi-fault diagnosis in predictive maintenance. 

2 There is extensive research on bearing faults. However, industrial 
rotating machines also have faults like unbalance, misalignment, 
looseness, etc., which are related to each other. They are equally 
essential to be considered along with bearing faults for the study to 
be complete. 

Research should now focus on the multi-fault aspect of fault diagnosis in 
rotating machines. 

3 Exhaustive research has been implemented using standard datasets 
available online. However, real-time industrial conditions are 
continuously changing. That is why most AI models fail when they 
are implemented in a real-time industrial environment. 

There is a high need to use domain Adaptation and transfer learning to the 
models to reduce the domain dependence of the model. Also, one must 
consider industrial conditions while working on their test setup (avoid online 
data) generating benchmark datasets. 

4 Validating the proposed algorithm or model in the real-time 
industrial environment lacks most of the articles published.  

There is a need to prove the algorithm's accuracy by validating it in a real-
time industrial environment.  

5 Research in Digital twin + predictive maintenance is very little and 
still in the phase of development.  

Digital twin, emerging technology and very effective in predictive 
maintenance, is a new challenge for upcoming researchers.  

6 Many researchers use a data-driven model or a model-based 
technique to compute the fault diagnosis, which may contain 
prediction mistakes due to individual models' uncertainty. 

A hybrid data-driven strategy combined with hybrid decision-making 
algorithms might reduce fault prediction mistakes. 

7 Changes in sensor operating conditions, disruption due to big 
equipment starting, high-frequency interference, and other factors 
taint sensor signals. As a result, it is difficult to eliminate or filter 
noise from raw signals. Also, the dataset is imbalanced or missing. 

Integrated de-noising based on energy-correlation analysis and wavelet 
transform packet can be used to overcome industrial sensor signal de-
noising. GANs can also be implemented to generate missing data or 
imbalanced data synthetically. 

8 Model optimization is needed. Reinforcement learning, an ML technique where the model learns through 
trial and error to choose the best course of action, can be used for model 
optimization. 

9 As discussed earlier, cloud computing is prone to several security 
issues where AI/ML models can be attacked in several ways. 

The development of adversarially resilient AI/ML models for industrial 
applications is still a topic of research that has to be addressed. Balance of 
cloud, as well as Edge computing, can also be one of the solutions. Edge 

 53 

computing allows data to be processed locally (i.e., near the collecting 
devices), reducing bandwidth and latency significantly, and it is also more 
secure. 

10 There is also a need to know why an AI model has come up with a 
particular decision. 

Explainable AI is also a potential future direction to focus on, as discussed 
earlier. 

11 IoT devices are anticipated to exceed several trillion in the 
following years, posing significant performance and data 
monitoring problems [192]. 

Another critical challenge that might be investigated in the future is 
scalability. 

12 Energy and hardware constraints are two of the most critical 
roadblocks to ML adoption in Industry 4.0. 

Research is required to improve and optimize energy usage and conservation 
in IIoT devices [192]. In addition, real-time ML through online or incremental 
learning can also be further studied. 

13 Representation of a large amount of data generated from multiple 
sensors is challenging to manage. 

Knowledge Graphs (set of datapoints linked by relations) is a powerful way 
of representing data that can be built automatically and can then be explored 
to reveal new insights about a domain [193]. 

Table 18. Research Gap and Future Direction for Multi-Fault Diagnosis in Industrial Rotating Machines.

rotating machinery for multi-fault 
detection. According to the available 
literature, multi-fault diagnosis is still 
a developing field with much room for 
advancement in Industry 4.0. The study 
examines several open research topics 
that researchers in this field are grappling 
with by implementing a systematic 
literature review on a Data-driven 
approach for multi-fault diagnosis of 
Industrial Rotating Machines. This review 
was implemented using the “Preferred 
Reporting Items for Systematic Reviews 
and Meta-Analysis” (PRISMA) method. 
The article discusses all aspects of the 
physical layer: the machinery and the 
sensors, followed by the various data 

acquisition methods employed to collect 
the data. There is also a systematic 
analysis of available online datasets in 
this field. The paper has also focussed 
on signal processing techniques, mainly 
feature extraction methods such as time 
domain, frequency domain, and time-
frequency domain features. 

Authors have also covered the topic 
of multi-sensor data fusion at different 
levels, viz., the data-level, feature-level, 
and decision-level fusion. There is also 
a great focus on various data-driven 
and hybrid approaches implemented by 
the previous researchers. Covering the 
recent advancements in a data-driven 

approach for multi-fault diagnosis, the 
authors have identified the significant 
challenges faced in this domain and 
given the corresponding solution. 

Finally, the authors conclude the paper 
with the infographic diagram covering 
all the above aspects and addressing 
the future scope in the domain. The 
authors have tried to evaluate all aspects 
of data-driven multi-fault diagnosis in 
predictive maintenance and believe that 
this survey will assist the researchers, 
the essential background in future 
research directions.
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Considering the prevailing 
power outage crisis, diesel 

price hikes, cable theft and the 
need to reduce the emissions 

of greenhouse gases, the need 
for a clean and cost-effective 

power source is increasing for 
railway transportation. This 
article proposes the use of 

hydrogen fuel technology in 
South Africa. This technology 

has been implemented in 
Germany, proving its potency 

as an alternative energy source 
for powering trains. Various 

hydrogen fuel cell technology 
production methods are 

discussed, along with the 
technical operation and its 

benefits.

By Rebeccah Koketso Baloyi

INTRODUCTION
In the early years, the ox and horse 
played an important part in inland 
transportation, but the development 
that was soon needed to exploit the 
newly discovered mineral wealth 
called for a vastly more efficient mass 
transport mode [1]. According to S. Mall, 
Great Britain’s railway system is the 
world’s oldest [2]. Long before steam-
powered locomotives, the system 
began with local wooden wagonways 
pulled by animals which involved laying 
planks along cleared paths to make 
transporting goods easier and faster. In 
1814, the first commercially successful 
steam locomotive model was designed 
and built to run on rails that were 122 cm 
apart [3]. 

Egypt built Africa’s first railway, which 
opened in 1856 between Alexandria and 
Cairo [4]. This was followed by the Point 
to Durban railway, which opened on 26 
June 1860, and that between Cape Town 
and Wellington on 4 November 1863. 
It is remarkable that, in 1860, a small 
town like Durban had the distinction of 
operating the first public steam railway 
in South Africa [5]. The steam train 
age ended after World War I when 
diesel and electric locomotives entered 
service. Currently, most railway vehicles 

use electricity for propulsion, either 
supplied through wayside electrification 
infrastructure or onboard diesel-
generator sets [4].

On a normal day when both signalling 
and overhead Traction Equipment are 
working effectively, a train from Pretoria 
to Elandsfontein and vice versa can 
be scheduled after every 15 minutes, 
but due to cable theft, one train with 
more containers is safer per hour, 
consequentially negatively impacting 
operations’ throughput.

Between January and October 2021, 
Transnet Freight Rail (TFR) lost 1000km 
of the cable due to theft which resulted 
in the cancellation of 1190 trains [6]. 
The article further stipulated that these 
incidents ranged from the theft of 
copper cable, vandalism of substations, 
which are crucial to the running of the 
electrified fleet, and theft of wiring and 
cable from locomotives. The damage 
runs into hundreds of millions of rand.

Another major challenge in South Africa 
is power outages. In September 2022, 
there were more power cuts than in 
2020. These disruptions shed for 1949 
hours [7]. As an alternative, TFR uses 
diesel trains to transport goods, but the 

Hydrogen Fuel Cell 
Technology Powered Trains
– THE SOUTH AFRICAN CONTEXT
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price of diesel fuel has also increased. 
In March 2019, diesel cost R14,06 [8], 
increasing to R25,95 by January 2023. 
With the Ukraine-Russian War still 
ongoing, prices are projected to increase 
further.

Hydrocarbon combustion leads to the 
emission of Green House Gases (GHG), 
which further leads to global warming. 
Furthermore, diesel combustion releases 
emissions at the point of use, such as 
particulate matter and nitrogen oxides, 
and reduction of these is mandated in 
the United States and the European 
Union [8]. In addition to the emission 
concerns, the economic supply of diesel 
is uncertain. 

As part of the reasons, an alternative 
energy source to diesel and electrified 
trains is required for railway motive 
power. Hydrogen fuel cell technology 
would be beneficial because it can be 
produced from many feedstocks, similar 
to electricity. When utilised in a fuel 
cell, it generates electricity and heat 
while leaving it as pure exhaust water 
[9]. In addition, it has been shown that 
hydrogen-powered railway vehicles can 
reduce overall GHG emissions; therefore, 
hydrogen is an attractive alternative to 
diesel for railways. Germany has rolled 

out its first fleet of passenger trains, 
which are entirely powered by hydrogen, 
which began running Lower Saxony in 
August 2022 [10] .

Hydrogen fuel cell technology for trains
The use of hydrogen as a rail fuel offers 
a range of benefits, including supporting 
zero carbon goals as a clean energy 
source and offering more powerful and 
efficient energy output than fossil fuels. 
Hydrogen can be carried onboard trains 
and used on lines that do not justify 
the cost of electrification due to the 
low frequency of services, such as for 
rural train services that currently rely 
on diesel [11]. Hydrogen-powered trains 
can achieve speeds of up to 140km/h 
and manage distances of up to 1000km 
without refuelling, which is ten times 
further than battery-powered electric 
trains [12]. The refuelling is also fast at 
less than 20 minutes.

Rail companies have also explored 
battery power. Still, they are currently 
unable to store enough electricity to 
power a train, and so are only really of 
use as a hybrid backup power supply for 
some applications [13].

Hydrogen can be produced from different 
processes, such as thermochemical 

processes, which use heat and chemical 
reactions to release hydrogen from 
organic materials, such as fossil fuels and 
biomass, or materials like water. Water 
(H2O) can also be split into hydrogen 
(H2) and oxygen (O2) using electrolysis 
or solar energy. Microorganisms such 
as bacteria and algae can produce 
hydrogen through biological processes.

Hydrogen fuel cell technology operation
While there is potential to power trains 
with hydrogen using a converted 
combustion engine, current technology 
focuses on using hydrogen fuel cells, 
which generate electricity using 
a chemical reaction between two 
electrodes, a negative anode and a 
positive cathode.

Hydrogen is the most abundant element 
in the universe and can be separated 
from seawater. Hydrogen acts as the fuel 
in the cell with the addition of oxygen, 
generating electrical energy with 
water being the only by-product. The 
technique used to obtain the hydrogen 
impacts how environmentally friendly 
the hydrogen is. Steam reforming, for 
example, uses harmful fossil fuels, while 
electrolysis uses renewable energy, 
electricity or excess power from the grid, 
which results in no carbon emissions. 
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Proposals for hydrail include producing 
hydrogen fuel at individual maintenance 
depots, which can then be pumped into 
pressurised tanks on the vehicles.

Fuel cell technology advancements 
have improved the viability of hydrogen-
powered vehicles, with the weight of the 
fuel cells reducing and the efficiencies 
improving. Fuel cells convert chemical 
energy from hydrogen into electricity, 
producing water and heat. The 
electricity produced by the fuel cells is 
fed into a motor to power the train. This 
is the inverse of the electrolysis process 
that can be used to create hydrogen 
fuel. However, there are energy 
losses involved in these processes, 
with reports saying the efficiency of 
converting electricity to hydrogen and 
back again being just below 30%, which 
is roughly equivalent to diesel engines 
but less than with electric traction using 
overhead wires.

However, for the rail industry to move 
towards hydrail solutions will require 
investment in the hydrogen production 
and distribution network.

HYDROGEN FUEL CELL PRODUCTION
Hydrogen fuel cells convert chemical 
energy into electrical energy by 
converting hydrogen gas and oxygen 
into the water. Oxygen is readily available 
in the atmosphere, so it’s only necessary 
to supply the fuel cell with hydrogen, 
which happens to be the most common 
element available on Earth. Beyond its 
availability, it’s also possible to produce 
more hydrogen from water electrolysis 
using solar or wind energy. In this way, 
it’s possible to generate hydrogen fuel 
cell power entirely carbon emission-free. 
[14]

Every fuel cell requires a cathode, an 
anode and an electrolyte membrane 
to turn hydrogen and oxygen into 
electricity. The substance contained in 
the electrolyte can vary in different types 
of fuel cells. Hydrogen enters the fuel 
cell at the anode, and oxygen enters the 
cathode. Platinum metal is most often 
used as part of the anode catalyst. When 
pressurised hydrogen enters the fuel cell 
at the anode, the platinum-containing 
catalyst separates it into protons and 
electrons [15].

The protons travel through the 
electrolyte membrane towards the 
cathode where electrons are diverted 
to an external circuit that generates an 
electrical current. The electrons then 
move towards the cathode to combine 
with the oxygen and protons—forming 
a water molecule. The water molecule 
is the only direct emission of a fuel cell, 
aside from a small amount of heat [14].

CONCLUSION
Burning coal to produce electricity 
has contributed immensely to global 
warming, which poses a risk to human 
health and has resulted in natural 
disasters such as floods. Investing in a 
technology that will not only save the 
railway industry from power outages 
and fuel shortages but also assist in 
restoring global cooling is the best way 
to move forward. 

Producing hydrogen from biomass is a 
potentially reliable renewable energy 
source, and it is easy to use. When paper 
rots, it emits methane gas which is more 
toxic than carbon dioxide. Using waste 
materials and sewage will also assist 

Figure 1 Hydrogen fuel cell technology process [14]
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in limiting the amount of waste that 
threatens aquatic life.

The development of biomass technology 
will play an important role in the 
development of a sustainable hydrogen 
economy.
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One of the best things for 
me about the Spring Budget 

presented to the UK Parliament 
on 15th March 2023 was 

the announcement by the 
Chancellor, Jeremy Hunt, that 
nuclear-generated electricity 

would, in future, be included in 
the package of ‘green’ energies 

to achieve the UKs targets for 
climate change. To quote an 

extract on energy from the BBC 
Budget summary: “Nuclear 

energy to be classed as 
environmentally sustainable for 

investment purposes, with the 
promise of more public funding”. 

By Fred Catlow MSc (Wits) 
FSAIEE FIEE Consulting 

Electrical Engineer

Despite many believing that nuclear 
power is unsafe, Britain has lived with 
nuclear-generated electricity since the 
Queen switched Calder Hall onto the 
transmission network on 17th October 
1956, a period of 67 years. During that 
time, the fortunes of nuclear energy in 
Britain waxed and waned depending on 

the political party in power and on events 
at home and around the world. Margaret 
Thatcher was very pro-nuclear; without 
it, it is unlikely she would have survived 
the coal miner’s strike of 1984. 

In the post-war period during which US 
President Eisenhower made his famous 
“Atoms for Peace” speech to the United 
Nations General Assembly on the 8th 
December 1953, Britain built 11 nuclear 
power stations comprising 28 magnox 
reactors ranging in size from 50MWe 
to 490MWe over a period from 1956 to 
1971. These were entirely designed and 
built in Britain used natural uranium fuel 
and gas cooling and did not require the 
reactor to be shut down for refuelling. 

A second generation of 14 Advanced 
Gas Cooled Reactors (AGR), each with 
an output of 600MWe and 660MWe, 
were constructed at seven power 
stations (5 in England and 2 in Scotland) 
to replace the ageing Magnox reactors, 
all of which have been shut down. The 
AGRs are now reaching the end of their 
life and need to be replaced. There is one 
1,200MWe pressurised water reactor 
(PWR) at Sizewell ‘B’ commissioned in 
1995 and scheduled to operate for at 
least 40 years until 2035, but more are 
needed. 

In general, the history of nuclear power 
in Britain has been one of success and 
innovation but not without its woes. 
Whilst British engineers have been 
expensively ‘re-inventing the wheel’ 

and chose to design everything from 
‘scratch’, France decided to build the 
highly successful American PWR under 
a licence agreement from Westinghouse. 
France was in a dire situation precipitated 
by the Arab oil embargo in the 1970s as 
the country possessed neither oil nor 
coal and, using the slogan “We don’t 
have oil, but we have ideas”, embarked 
on “The Messmer Plan” in 1974, an 
intensive programme of ‘going nuclear’, 
a decision made almost unilaterally by 
the then Prime Minister, Pierre Messmer.

 France has led Europe for almost 50 years 
in nuclear technology and has a very 
secure, safe electricity supply with very 
low carbon emissions. France currently 
has 56 operating reactors of between 
900MWe capacity and approximately 
1300MWe. When the licence agreement 
ended, France decided to design and 
build their own reactors, increasing 
output and safety and using the most 
up-to-date technology. At one time, 80% 
of the country’s electricity came from 
nuclear; this changed to about 70% in 
2021 with the addition of wind, solar etc. 
France is the world’s largest exporter 
of electricity due to the low cost of 
generating electricity. France, through 
EdF, currently owns and operates all of 
Britain’s nuclear power stations. 

The lessons to be learned from France 
are that nuclear energy is:
 – Safe; nuclear power is safe when 
managed by skilled and appropriately 
trained operators, 

O P I N I O N  P I E C E
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whilst there have been accidents 
elsewhere, France has not been affected 
but has modified its fleet to include 
improvements. 

• Secure; security of supply is one of the 
major planks of French government 
policy. The Government “accepted 
that there was no way renewables 
and energy conservation measures 
could replace nuclear energy in 
the foreseeable future”. It was also 
“noted that natural gas had no 
economic advantage over nuclear 
for base-load power, and its prices 
were very volatile.” (World Nuclear 
Association) 

• Reliable; nuclear reactors do not 
need to wait for the wind to blow or 
the sun to shine. They have energy 
already available in the fuel, the 
same as coal, oil, gas and hydro (if 
the dam is full of water) to be used at 
any instant at the ‘push of a button’. 

• Demand; whilst PWRs operate best 
as base load plants, it does not 
mean that their output cannot be 
varied. A normal plant can change 
the output from 100% to 30% in 30 
minutes. The grid can be optimised 
to load, follow and meet the demand 
at all times. Submarines which 
manoeuvre in and out of port have to 
change power very quickly. France, 
with up to 80% nuclear power, has 
effectively controlled the output. 

• Low cost; Whilst nuclear plants are 
capital intensive, they are cheap to 
run. Therefore the longer a plant can 

operate, the cheaper it becomes as 
the capital costs of construction are 
spread over a longer period. 

• Nuclear Waste; The small volume 
of waste is managed effectively in 
France in a responsible manner 

Whilst some large plants will still be 
required to provide base load, the future 
of nuclear power is, in my opinion, 
undoubtedly with small modular 
reactors (SMRs), which are versatile and 
can be more easily adapted to meet the 
demand. When we say small, they are 
not that small, considering that the four 
reactors at Calder Hall were only 50MWe 
each. That was the norm in those days. 
However, they are small compared to 
the French EPR, rated at 1650MWe. The 
Rolls-Royce SMR is rated at 470MWe, 
which, I think, is on the big side. 

Modular means that the reactors are 
factory built in modules, shipped to 
the site and assembled. This means 
that small reactors can be ‘off the shelf ’. 
The foundations will, however, be made 
traditionally and will need to be adapted 
to the site’s geology, although most 
SMRs will be located on licensed sites. 

A multiple of small reactors can be 
connected in different configurations to 
make up almost any power requirement. 
I also see no reason why they cannot be 
located hidden off the coast and would 
not be intrusive like the giant wind 
turbines we see now, nor would they kill 
birds and wildlife.

I assume that they can also be 
used individually and be owned by 
municipalities or commercial enterprises.
 SMRs can also be operated off the grid 
for remote mining operations, but they 
could also be used on remote islands 
where it is uneconomical to extend the 
electrical network. 

The world’s first SMRs, 2 x 105MWe 
generation 4, high-temperature gas-
cooled pebble bed reactors, HTR-PM, 
reached full power in China in December 
2022.

The first PWR the AP100, 125MWe 
reactor is due to be completed in 
2026. According to the World Nuclear 
Association, there are three reactor 
designs currently under construction, 
17 in immediate deployment i.e., in the 
advanced stages, some contracts have 
been placed and licensed and several 
small designs, under 25MW in the 
design stage.

 The estimated cost per MWh is between 
$50 - $60 (£41 - £49) – about half the 
cost of power from Hinkley ‘C’ at £98 per 
MWh. 

Whatever the future, it is a giant step in 
the right direction. 

UK Spring Budget 2023 
- UK ON TRACK WITH THEIR GREEN ENERGY TRANSITION
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